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Abstract. An introductory review of the linear ion trap is
given, with particular regard to its use for quantum information
processing. The discussion aims to bring together ideas from
information theory and experimental ion trapping, to provide
a resource to workers unfamiliar with one or the other of these
subjects. It is shown that information theory provides valuable
concepts for the experimental use of ion traps, especially error
correction, and conversely the ion trap provides a valuable
link between information theory and physics, with attendant
physical insights. Example parameters are given for the case
of calcium ions. Passive stabilisation will allow about 200
computing operations on 10 ions; with error correction this
can be greatly extended.
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This paper is a contribution to the rapidly developing field
of quantum information theory and experiment. Quantum in-
formation is an interdisciplinary subject, in which computer
scientists and other experts in the theory of classical informa-
tion and computing are not necessarily familiar with quantum
mechanics, and physicists and other experts in quantum theory
are not necessarily familiar with information theory. Fur-
thermore, whereas the field has enjoyed a rich theoretical
treatment, there is a lack of an experimental basis to under-
pin the ideas. This is especially significant to the issue of error
correction, or more generally any stabilisation of a quantum
computer, which is among the most important unresolved is-
sues in this field. The aim of this paper is to offer an aid to
people from different sides of the subject to understand issues
in the other. That is to say, the ideas of quantum information
and computing will be introduced to experimental physicists,
and a particular physical system that might implement quan-
tum computing will be described in detail for the benefit of
theoreticians. I hope to give sufficient information to form
more or less a ‘blueprint’ for the type of quantum information
processor currently achievable in the lab, highlighting the var-
ious experimental problems involved. The discussion is like
a review in that it brings together the work of other authors
rather than provides much original material. However, an ex-
haustive review of the wide range of subjects involved is not

intended, and as a result it will not be possible to do justice
to the efforts of the many people who brought the experi-
mental and theoretical programmes to their present state of
accomplishment.

The plan of the article is as follows. In Sect. 1 the con-
cepts of quantum information processing are introduced. In
Sect. 2 the general requirements for realising an experimen-
tal processor, making use of a ‘universal’ set of quantum logic
gates, are described. In Sect. 3 the linear ion trap is considered
as a system in which these ideas can be applied. A physical
process by which quantum logic gates may be applied in an
ion trap is described in detail. Limitations on the size of the
processor (number of quantum bits) and speed of operation
(‘switching rate’) are discussed. In Sects. 4 and 5 the main ex-
perimental techniques required to realise the ion trap processor
in the lab are discussed; these are laser cooling of the ions,
and low-noise generation of the correct direct current (dc) and
radio frequency (rf) voltages for the trap electrodes, as well
as a good choice of electrode design. In Sect. 6 we begin to
establish definite values for the experimental parameters, by
considering specific candidate ions to which the methods can
be applied. Example values are given for the singly-charged
calcium ion. In Sect. 7 experimental limitations such as un-
wanted heating of the ion motion are discussed. This leads to
an estimate for the maximum number of unitary operations
(quantum gates) that could be carried out in the processor
before the coherence of the system is destroyed. It is found
that for an example case of around 10 ions, a few hundred
operations represents a severe experimental challenge. The
use of quantum error correction to enhance the performance
is then discussed. This should allow great increases in the
number of operations, while preserving coherent evolution.
The conclusion outlines the most important avenues for future
investigation.

1 Quantum information and computing

Quantum information theory is concerned with understand-
ing the properties of quantum mechanics from an information
theoretic point of view. This turns out to be a very fruitful
approach, and leads naturally to the idea of information pro-
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cessing or computing, so that one poses the question “what are
the possibilities for, and the limitations of, information pro-
cessing in a physical system governed by the laws of quantum
mechanics?” A good deal of theoretical insight into this ques-
tion has been gained; introductory discussions may be found
in [3, 4, 8, 24]. For instance, it is possible to identify a small
set of ‘building blocks’; if they could be realised and many of
them combined, a ‘universal quantum computer’ could be con-
structed. The computer is ‘universal’ in the sense that it could
simulate, by its computations, the action of any other com-
puter, and so is more or less equal to or better than any other
computer [1]. The phrase ‘more or less equal’ has a techni-
cal definition which will be elaborated in Sect. 3.3. A specific
set of such building blocks is a set of two-state systems (think
of a line of spins), and a simple unitary interaction that can
be applied at will to any chosen small set of these two-state
systems [2, 3]. In this context it is useful to describe the inter-
action in terms of its propagatorU = exp(iH∆t/~) rather than
its HamiltonianH . Here∆t is some finite interval of time (one
‘clock period’ in computing terminology) at the end of which
the propagator has had just the effect desired on the computer.
After this time the interactionH falls to zero (is turned off).
Such a propagator is referred to as a ‘gate’, by analogy with
a logic gate in a classical computer.

For quantum information processing, these requirements
may be summed up as the need for a system (‘quantum com-
puter’ or QC) with a Hilbert space of sufficient number,D,
of dimensions, over which you have complete experimental
control. That is, you can tell your system to go from any of
its states to any other, without uncontrollable error processes
such as relaxation and decoherence. Also, one must be able to
prepare the initial state and measure the final state.

It is usual to consider a Hilbert space whose number of
dimensions is a power of 2, i.e.D = 2K , in which case we
say we have a system ofK quantum bits or ‘qubits’. Exam-
ples of qubits are the spin state of an electron (2 orthogonal
states and so a single qubit) the polarization state of a photon
(a single qubit), and the internal state of an atom having two
energy levels of total spin1 and2 (8 states and so 3 qubits).
Although these are all equivalent from the point of view of the
properties of Hilbert space, they are very different from the
point of view of experimental implementation. The use of the
word ‘qubit’ rather than ‘two-state system’ emphasizes this
equivalence between otherwise very different quantum sys-
tems. In fact, the idea of a qubit has further significance, since
it can be shown [5, 6] that the essential properties of any quan-
tum state of any system can be transposed (by interactions
allowed by the laws of physics) into the properties of a finite
set of qubits and back again [7]. The important point is that
the average number of qubits required to do this is equal to the
von Neumann entropy of the initial state (“quantum noiseless
coding theorem”, also referred to as “quantum data compres-
sion” [8]). Therefore the qubit gives a measure ofinformation
content in quantum systems, and is thus the correct quantum
equivalent of the classical bit.

With the invention of a new word for the quantum two-state
system accepted, there is justified resistance to the adop-
tion of the terms ‘computer’ and ‘computing’ to describe the
larger quantum systems with which we are concerned. This is
because it is an open question whether a true quantum ‘com-
puter’ could ever function, since once the physical system
has sufficient degrees of freedom to be meaningfully called

a ‘computer’, the large-scale interference necessary for paral-
lel quantum computing (see below) may always be destroyed
in practice, owing to the sensitivity of such interference to de-
coherence. For this reason, the more modest term ‘information
processor’ is used here as much as possible. The ‘processing’
might consist of quite simple manipulations, such as allowing
one qubit to interact with another, followed by a measurement
of the state of the second qubit. Even such a simple operation
has a practical use, since it can be used for error detection at
the receiving end of a quantum communication channel, lead-
ing to the possibility of secure quantum key distribution for
cryptography [9–11].

Decoherence and dissipation in quantum mechanics is
a subject in its own right, and has been discussed since the
birth of quantum theory. Recent reviews and references may
be found in [12–14]. Its impact on quantum computers in par-
ticular has been considered [15–17], and will be taken into
account in Sect. 7.

Let us temporarily neglect decoherence and all sources of
experimental imprecision, and suppose that we are able to pre-
pare a quantum system, of, say, two hundred qubits, and drive
it through any prescribed evolution. Such an experimental ap-
paratus would be able to address many interesting questions
in physics, but let us concentrate on questions of information
processing. Can such a system perform information process-
ing in new (and hopefully powerful) ways? That is, in ways
which are ruled out foranycomputer based on standard bina-
ry logic bits 0 and 1, rather than quantum states, i.e. qubits?
The answer to this question isyes. Exactly what is the essence
of quantum, as opposed to classical, information processing
is still not fully clear, but it appears to depend on quantum
superposition, entanglement, and interference. It would make
this paper too long to devote much space to this lengthy sub-
ject; the reader is referred to [3, 4, 24]. However, a few words
are in order.

A classical computer is given an input, which we can imag-
ine without loss of generality to be a binary numberx.An
algorithm A prescribes various operations to be performed,
resulting in an outputA(x). In the course of the computation,
the computer uses an internal memory in which intermedi-
ate results are stored, typically requiring more memory space
than would be needed to store justx or A(x) alone.

Similarly, a quantum computer is prepared in an input state
|x〉, and driven towards an output state|A(x)〉 (the notation
adopted here is slightly over-simplified, but this will not affect
the point I wish to make). A feature of a quantum computer is
that in the course of the computation, superposition states such
as|y〉+ |z〉 are involved. It is significant that here the quantum
state ‘stores’, after a certain fashion,bothvaluesy andz, with-
out using any more physical resources than those required to
store eithery or z alone. However, the same could be said for
the idea of using classical fields for information storage (for
example in a hologram): they also can support superposition.
The quantum computer has a further subtlety. With 200 qubits,
there are in total2200 dimensions in Hilbert space. This means
that a 200-qubit computer can store, in a quantum superpo-
sition of mutually orthogonal states,2200 different numbers.
The important point is that this is ahugeeffective storage
space: it would be quite impossible to manipulate holograms
or classical fields with this number of elements, or indeed to
build an electronic computer with this size of memory (even
with one atom per memory bit, there are not sufficient atoms
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in the whole of the Earth!). The next point is that a single
operatorU applied to a system in such a superposition will
evolve all elements of the superpositionsimultaneously,since
U(|y〉+ |z〉)= U|y〉+U|z〉. These properties together are re-
ferred to asquantum parallelism. They hint at the possibility
of a huge speed-up in execution time for well-designed quan-
tum algorithms, compared to anything possible on a classical
computer. It is significant also that such exponentially large su-
perpositions can be produced in the quantum computer’s state
by means of a managable number (here, 200) of rotations of
the states of individual qubits, so the large superposition is not
bought at the cost of large numbers of operations to produce it.

There is a drawback, however. The final result of an al-
gorithm is a single number, not2200 different numbers, so
we require our quantum algorithm to be able to bring to-
gether its huge number of intermediate results. This relies on
quantum interference. The difficulty of implementing quan-
tum computation comes down to the fact that we rely on
an interference among a huge number of different states,
but such interferences are very sensitive to experimental
imprecision.

If a computational task can be framed in such a way
as to take advantage of quantum parallelism, and pro-
duce an output that depends on a quantum interference
between the exponentially large number of intermediate re-
sults, then a great speed-up in execution time is obtained,
compared to any computer that cannot use such methods
(i.e. any classical computer). A computational task that
is particularly amenable to this approach is that of find-
ing the period of a function that is simple to evaluate,
but whose period is very long, and cannot be deduced
by any quicker means than evaluating the function on
many inputs. It was by reducing the task of factorising
a large integer to this form that Shor showed that an ideal
quantum computer can solve the important factorisation
problem [18].

Algorithms like that of Shor represent an important insight
into the nature of quantum mechanics, but it must be remarked
that the existence of such an algorithm does not in itself imply
that a quantum computer capable of running it can be built,
since in the discussion above we temporarily neglected ex-
perimental imprecision and decoherence. An interesting point
thus emerges: does nature actually prevent the realisation of
efficient quantum algorithms like Shor’s, not directly, but via
the ‘back door’ of decoherence? If one chooses any system
that might support quantum computation, and makes reason-
able estimates of the rate of decoherence, through thermal
effects, spontaneous emission, or experimental imprecision,
a rough calculation will show that Shor’s algorithm cannot
succeed on interesting cases, i.e. factorising large numbers
(> 10100). This has been emphasised by Haroche and Rai-
mond [19]. However, a two-fold attack is underway on this
problem. First, one may search for simpler quantum algo-
rithms, by which even a small quantum computer, of, say, 25
qubits, might run important computations. This search is so
far unfruitful, but it is interesting to note that 25 qubits is
currently the limit on the size of a quantum system that can
be thoroughly simulated by classical computers. Second, one
may seek ways to make the quantum computer more robust.
Here there has been considerable success, based on the idea
of quantum error correction[65–67, 70–72]. This is a new
concept, which will be discussed in Sect. 7.1.

2 Minimum requirements for quantum information
processing

It can be shown [20] that to produce arbitrary unitary trans-
formations of the state of a set of qubits, which is what one
wants for information processing, it is sufficient to be able to
produce arbitrary rotations in Hilbert space of any individual
qubit, i.e. the propagator

exp(−iθθθθ ·σσσσ /2)=

(
cos(θ/2) −e−iφ sin(θ/2)

eiφ sin(θ/2) cos(θ/2)

)
, (1)

and to be able to carry out the ‘controlled-rotation’ operation
CROT = |00〉〈00|+|01〉〈01|+|10〉〈10|−|11〉〈11|between any
pair of qubits. The notation used here is standard, the kets|0〉
and |1〉 refer to two orthogonal states of a qubit. This ba-
sis is referred to as the ‘computational basis’, since this aids
in designing useful algorithms for the QC. From a physical
point of view, it is useful to take the computational basis
to be the ground and excited eigenstates of the Hamilto-
nian of the relevent two-level system, though this is by no
means required and any basis will serve. States such as|01〉
are product states|0〉= |0〉⊗| 1〉 where the first ket refers
to one qubit, and the second to another. For our purpos-
es the qubits will always be distinguishable so we do not
need to worry about the symmetry of the states (with re-
spect to exchange of particles) and any related quantum
statistics.

As mentioned previously, an operation likeCROT is a prop-
agator acting on the state of a pair of qubits. In matrix form it
is written

UCROT =

1
1

1
−1

 (2)

in the basis|00〉,|01〉,|10〉,|11〉, where matrix elements that
are zero have not been written. The appellation ‘controlled
rotation’ comes from the fact that if the first qubit is in the
state|0〉, CROT has no effect, whereas if the first qubit is in the
state|1〉, CROT rotates the state of the second by the Pauliσ z
operator.

The two operators just described form a universal set,
which means that any possible unitary transformation can be
carried out on a set of qubits by repeated use of these operators
or ‘quantum gates’, applied to different qubits [20]. Another
commonly considered quantum gate is the ‘controlled not’ or
‘exclusive or’ (XOR) gate

UXOR =

1
1

01
10

 ; (3)

see also (16). This gate has no effect if the first qubit is in
the state|0〉, but applies aNOT operation (σ x Pauli spin op-
erator) to the second qubit if the first is in the state|1〉.In
the computational basis, this means that the state of the sec-
ond qubit becomes theXOR of the two input qubit values. We
have introducedCROT beforeXOR in this discussion, going
against standard practice, because we shall see later thatCROT
is easier to implement in an ion trap.
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It should be emphasised that this model in terms of quan-
tum gates operating on quantum bits is by no means the only
way to think about quantum computation, but is the way that
is best understood at present, and is certainly very powerful.
The next most studied model is currently that of cellular au-
tomata [21], but the field is still young and further models will
no doubt be developed in the future.

A further simplification of the physical construction of
a quantum computer is as follows. Instead of seeking a means
to carry outCROT between any pair of qubits directly, it is
sufficient to have one special qubit that can undergoCROT
with any of the others. This special qubit acts as a one-bit
‘bus’ to carry quantum information around the computer,mak-
ing repeated use of theSWAP operation|00〉〈00|+ |10〉〈01|+
|01〉〈10|+ |11〉〈11|. To carry outCROT between any pair of
qubits x and y, one makes use of the bus bitB as follows:
CROT(x,y)= SWAP(B,x) ·CROT(B,y) · SWAP(B,x). The oper-
ation SWAP can be built out of threeXORs with the order
of the bits alternating:SWAP(B,x)= XOR(B,x) · XOR(x,B) ·
XOR(B,x). However, in practice this construction is unneces-
sarily complicated, sinceSWAP can be applied more or less
directly in most physical implementations.

The use of a bus bit makes the physical construction of
a quantum information processor much simpler, and indeed
most current proposals use this concept. However, it has the
major disadvantage that more than one gate (acting on differ-
ent sets of qubits) cannot be carried out simultaneously (i.e. in
parallel), except single qubit rotations. If we accept this limi-
tation, the minimum requirement for our processor is arbitrary
rotations of any single qubit, plusCROT and SWAP between
the bus qubit and any of the others. This is the minimum set of
‘computing operations’, in the sense that arbitrary transforma-
tions can be carried out by means of this small set. However,
this establishes neither that arbitrary transformations can be
carried outefficiently, nor that they can be carried outwithout
uncorrectable errors, both of which are important additional
considerations for a computer. We will return to these issues
in Sects. 3.3 and 7.1.

A further ingredient for quantum information processing
is that the result of the process – here the final state of the
quantum system – must be able to be measured without er-
rors. A basis is chosen (typically the eigenbasis of the system
Hamiltonian) and a measurement of all the qubits is carried
out in this basis.

To make a modest processor (a few qubits) the easiest ap-
proach is probably to use single particles with several internal
degrees of freedom. Examples are a spinJ = 2K−1−1/2 in
a magnetic field (sayJ = 7/2 giving 2J+1 = 8 dimensions
and thereforeK = 3 qubits); a molecule or confined particle
with 2K accessible vibrational states (‘accessible’ in this con-
text means the experimenter can cause computing operations
among the states at will). This approach will be interesting
in the short term. However, it is difficult to imagine it being
extended in the longer term to enable the realisation of a re-
ally interesting processor with hundreds of qubits. Also, it is
not clear how to apply arbitrary operations to a single par-
ticle (spin, molecule) with an evenly spaced ladder of energy
levels, owing to level degeneracies in the interaction picture.

There are now several proposed physical systems that
might one day make a quantum computer [22–26]. We will
concentrate on the system of a line of ions in an ion trap, since
it appears to be the most promising at present. However, de-

velopments in solid-state physics may overtake us, and one
should bear this in mind. It is not easy to couple the quan-
tum information out of an ion trap system (i.e. in the form
of qubits, not classical measurements), which is important for
quantum communication. In this regard the approach based
on strong coupling between an atom and a cavity mode ap-
pears more useful, since there a bit of quantum information
could in principle be transferred into the polarisation state of
a photon, which then leaves the system in a chosen direction
(a ‘flying qubit’) [27]. However, such ideas could be applied
to trapped ions, making a form of hybrid processor, so the ion
trap system remains an interesting candidate even for quantum
communication purposes.

3 Ion trap method

For reviews and references on ion trapping, see for ex-
ample [28–32]. The ion trap system that interests us uses
a line ofN trapped ions. Each ion has two stable or metastable
states, for example two hyperfine components of the electron-
ic ground state (which usually requires an odd isotope), or
two Zeeman sublevels of the ground state, separated by ap-
plying a magnetic field. The ground state and a metastable
electronic exited state (e.g. a D state for ions of alkaline earth
elements) might also be used, but this is a poor choice since
the laser linewidth and frequency, as well as most of the mir-
rors etc. on the optical bench, will have to be very precisely
controlled for such an approach to work. There have been op-
timistic estimates of the computational abilities of an ion trap
processor, based on the use of such optical transitions, but one
should beware of the lack of realism in such estimates. This
will be discussed more fully once we have seen exactly how
the system is intended to operate.

There areN laser beam pairs, each interacting with one of
the ions, (or a single beam which can be directed at will to any
chosen ion), see Fig. 1. Each ion provides one qubit, the two-
dimensional Hilbert space being spanned by two of the ion’s
internal energy eigenstates. A further(N+1)th qubit acts as
a ‘bus’ enabling the crucialCROT operations. This qubit is the
vibrational motion of the whole ion string in the trap potential.
This motion must be quantised, in other words the ion cloud
temperature must be reduced well below the ‘quantum limit’
defined by the axial vibrational frequency in the ion trap:

kBT� ~ωz. (4)

The first major experimental challenge (after making a trap and
catching your ions) is to cool the ions down to this quantum
regime. Note that the quantum regime for the trapped motion
of the ion isnot related to the “Lamb–Dicke” regime, which
will be considered below. In brief, it will be shown that one
wants to operate well into the quantum regime, but on the
border of the Lamb–Dicke regime.

So far the quantum regime has been achieved only for a sin-
gle ion of either mercury in two dimensions [36] or beryllium
in three dimensions [37]. Both experiments used optical side-
band cooling in the resolved-sideband (tight-trapping) limit.
This and other possible cooling techniques will be discussed.
Traps for neutral atoms have also attained the motional ground
state, most spectacularly in the case of Bose Einstein conden-
sation [39], but also in optical lattices [40]. These systems
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Fig. 1. Experimental arrangement. A line of three ions sits between cylin-
drical electrodes, here seen sideways on. Pairs of laser beams excite Raman
transitions, which impart momentum changes to the ions along the axial di-
rection of the trap. The double-ended arrow indicates the direction of the
resulting oscillations, it can be regarded as a pictorial representation of the
fourth ‘qubit’ in the system (see text, Sect. 3.2). The electrodes are split in
order to allow a constant voltage to be applied between their ends, so that an
axial potential minimum occurs in the region where the long electrode seg-
ments overlap. Radial confinement is provided by alternating voltages (see
text, Sect. 5)

do not (at present) provide full control of individual atoms
and interactions between pairs, so we will not discuss them.
However, they lend further weight to the impression that it is
in atomic physics and quantum optics, rather than solid-state
devices, that quantum information processing will be most
fruitful in the immediate future.

To get to the quantum regime, it appears to be neccessary to
use a Paul rather than Penning trap, since rf technology allows
tighter confinement than does high-magnetic-field technology.
Therefore only the Paul trap (rf trap) will be considered from
now on, although we may permit ourselves to add a magnetic
field if we wish, for some other reason such as to enhance
the stability or split the Zeeman levels. In any case, tighter
confinement enables a faster ‘switching-time’ for quantum
gates such asCROT, so, as a general rule, tight traps are the
best option, though there are some qualifications to this rule,
which are discussed in Sect. 3.4.

Note that if several ions are in a three-dimensional rf trap
of standard geometry (with the rf voltage between end caps
and a ring), then matters are complicated since no more than

one ion can be at the centre of the trap potential. Away from the
centre, ions undergo rf micromotion and this causes heating
if there is more than one ion, owing to collisions (Coulomb
repulsion) which force the micromotion out of quadrature
with the rf field. To avoid this, one must use a linear or ring
geometry. The confinement along the axis is then either due
to a static field from end cap electrodes (linear case), or to
repulsion between ions combined with their confinement to
a ring shape. In this case, only radial micromotion is present,
but this vanishes for all the ions if they lie along the axis at
the centre of the radial potential, so rf heating is avoided. The
ring case must imply a small micromotion tangential to the
ring, since the tangential and radial confinement can not be
completely decoupled, but as far as I know this has not yet
been found to be a problem.

3.1 Average motion

We will model a row ofN ions in a trap as a system of
N point charges in a harmonic potential well of tight radial
confinement, i.e.ωx,ωy�ωz; see Fig. 2. The oscillation fre-
quenciesωx,ωy, andωz are parameters that will be obtained
from the electrode geometry and potentials in Sect. 5. The
total Hamiltonian is

H =
N

∑
i=1

1
2

M

(
ω2

xX̂
2
i +ω2

yŶ
2
i +ω2

zẐ
2
i +

P̂2
i

M2

)
+

N

∑
i=1

∑
j>i

e2

4πε0 |R̂i−R̂j |
.

(5)

Forωx,ωy�ωz and at low temperatures, the ions all lie along
the z axis, so we can take|R̂i−R̂j | ' |Ẑi−Ẑj |, and the radial
and axial motion can be separated. The axial motion interests
us, so the problem is one-dimensional. A length scale is given
by

zs =

(
e2

4πε0Mω2
z

)1/3

, (6)
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Fig. 2.Schematic illustration showing an anisotropic harmonic potential with
the positions of three trapped ions indicated
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Fig. 3.Equilibrium positions for a line of point charges in a quadratic potential,
as a function of the number of chargesN. The positions are in units ofz0
defined by (6). The curve is Eq. (9)

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

7

8

9

10

frequency

N

Fig. 4. Normal mode frequencies for a line of point charges in a quadratic
potential, as a function of the number of chargesN. The frequencies are in
units ofωz

which is of the order of the separation between the ions
(typically 10 to 100µm). Solving the classical equations
of motion (i.e. the operatorŝZ, P̂z become classical vari-
ables z, pz), one obtains the equilibrium positions shown
in Fig. 3. With more than two trapped ions, the outer ions
tend to push the inner ones closer together, so the ion po-
sitions depend onN [see (9)]. Remarkably, however, the
frequencies of the first two normal modes of oscillation about
these equilibrium positions are independent ofN (for small
oscillations) [25], and those of higher modes are nearly in-
dependent ofN. The frequencies of the first two modes are
ωz and

√
3ωz, and those of higher modes are given approx-

imately by the list{1,
√

3,
√

29/5, 3.051, 3.671, 4.272,
4.864, 5.443, 6.013,6.576}, which gives the frequency of
the highest mode, in units ofωz, for N = 1 to 10. The near
independence ofN of the mode frequencies is illustrated
by Fig. 4.

The lowest mode of oscillation corresponds to harmonic
motion of the centre of mass of the ion string. In this mode,
all the ions move to and fro together. It is important that the
frequency of this mode is significantly different from that of
any other mode, since this means that experimentally one can
excite the centre-of-mass mode without exciting any of the
others.

We can now proceed directly to a quantum mechanical
treatment, simply by treating the centre-of-mass coordinate
zcm as a harmonic oscillator. The classical result that the
centre-of-mass normal mode has frequencyωz remains valid
even though the ion wavefunctions may now overlap, since all
the internal interactions among the ions cancel when one cal-
culates the centre-of-mass motion. Since we have an oscillator
of massNM and frequencyωz, the energy eigenfunctions are

ψ n (zcm) =

(
NMωz

π~22n(n!)2

)1/4

Hn

(
zcm

√
NMωz/~

)
×e−NMωzz2

cm/2~.

(7)

The spatial extent of the Gaussian ground state probability
distribution is indicated by its standard deviation

∆zcm =
√
~/2NMωz . (8)

Since we want a different laser beam to be able to address
each of the ions, we require∆zcm to be small compared to
the separation between ions. The closest ions are those at
the centre of the line. A numerical solution of (5) yields the
following formula for the separation of the central ions:

∆zmin' 2.0zsN
−0.57. (9)

This formula is plotted forN ≤ 10 in Fig. 3. An approx-
imate analytical treatment forN� 1 does not predict
a power-law dependence of∆zmin on N, but rather
∆zmin ∝ zs(log(N)/N2)1/3 [42]. However, (9) is more accu-
rate for N < 10 and remains accurate for the range ofN
that interests us (up to, say,N = 1000). Setting∆zcm� ∆zmin
yields

ωz

M
�

32N1.86

~3

(
e2

4πε0

)2

' 2.4×1021 N1.86 Hz/u, (10)

where u is the atomic mass unit1.66057×10−27kg. This
condition is easily fulfilled in practice, withωz no greater than
aGHz, andM between 9 and200 u. Therefore it is legitimate
to picture the ions as strung out in a line, each sitting in a small
wavepacket centred at its classical equilibrium position, not
overlapping the others. Note that (10) does not guarantee that
the ions are sufficiently separated to be addressed by different
laser beams, only that their wavefunctions do not overlap.

In the above, it was assumed that the radial confinement
was sufficient to cause the ions to lie along thez axis, rather
than form a zigzag or helix about it. The onset of such
zigzag modes has been studied numerically [41] and ana-
lytically [42]. They occur when the ions approach sufficiently
closely that the local potential minimum at the position of an
ion on thez axis becomes a saddle point. For a string of ions
uniformly spaced by∆z (which is not the case in our harmon-
ic trap), the transition from a line to a zigzag occurs when
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ω2
r ' 4.2072(zs/∆z)3ω2

z [43], where we have taken the case
ωx = ωy≡ω r . Setting∆z= ∆zmin leads to the condition

ω r

ωz
> 0.73N0.86 (11)

for the prevention of zigzig modes. ForN� 1, an approximate
analytic treatment yields the condition [42]

ω r

ωz
> 0.77

N
√

logN
. (12)

These numerical and approximate analytic formulae are within
10% agreement for3< N < 2000.

3.2 Principle of operation

The principle of operation of an ion trap ‘information pro-
cessor’ was described by Cirac and Zoller [25], and the most
important elements of such a system were first realised in
the laboratory by Monroe et al. [44]. Whereas the transi-
tion operators given by Cirac and Zoller were calculated for
standing-wave excitation of allowed single-photon transitions,
experimentally Monroe et al. employed travelling-wave exci-
tation of two-photon Raman transitions (cf Figs. 1 and 8). The
basic form of the operators is independent of the type of ex-
citation used, however. The method may be understood by
reference to Fig. 5, which shows the relevant energy levels for
one of the ions in the trap. We consider three of the ion’s inter-
nal energy eigenstates|F1,M1〉, |F2,M2〉 and|Faux,Maux〉, and
various excitations of the centre-of-mass motion. The ion’s in-
ternal energy levels are separated in frequency byω0 andωaux

1,0

1,1

0,0

0,1

aux,0

aux,1

F1,M1

F2,M2

Faux,Maux

wz

w0

waux

XOR

SWAP

Fig. 5.Energy levels and transitions in a single ion significant for information
processing with a line of trapped ions. The labelsF , M indicate different
internal states of the ion. Each internal state has an associated set of vibrational
levels for each of the vibrational modes. Here, just the ground and first levels
of the lowest mode (spacingωz), are shown in the main diagram, and the
insert shows the further low-lying vibrational levels whose excitation we
wish to avoid. The full arrows indicate transitions at frequenciesω0−ωz and
ωaux+ωz, which are used in theSWAP(−i) andCROT operations described in
the text. Note that radiation at a given frequency couples not only the levels at
the two ends of the relevant arrow on the diagram, but also other pairs of levels
with the same difference of vibrational quantum number. The figure shows
ωaux to be of the same order asω0, because this is what typically occurs when
alkali-like ions are used. The vibrational frequency is smaller,ω0 ' 1000ωz

as indicated on Fig. 5. Note that all these levels are low-lying,
separated from the ground state only by hyperfine and Zee-
man interactions (see Fig. 8), so their natural lifetime against
spontaneous emission of rf photons is essentially infinite. Fig-
ure 5 shows the lowest-lying excitations of the second, third,
and fourth normal modes as well as the first, to act as a re-
minder of the location of the closest extraneous levels whose
excitation we wish to avoid. The energy eigenstates of the
vibrational motion may be written as|n1,n2,n3, . . .〉, where
theni are the excitations of the various normal modes. Only
the ground state|0,0,0, . . .〉 and first excited state of the cen-
tre of mass|1,0,0, . . .〉 will be involved in the operations we
wish to invoke. This centre-of-mass vibrational degree of free-
dom is often referred to somewhat loosely as a ‘phonon’. The
‘computational basis’ consists of the states

|0,0〉 ≡ |F1,M1〉⊗ |0,0,0, . . .〉 ,

|0,1〉 ≡ |F1,M1〉⊗ |1,0,0, . . .〉 ,

|1,0〉 ≡ |F2,M2〉⊗ |0,0,0, . . .〉 ,

|1,1〉 ≡ |F2,M2〉⊗ |1,0,0, . . .〉 .

(13)

It will now be shown how to carry outCROT between any
single ion’s internal state and the bus (phonon) bit, then how
to carry out arbitrary rotations of the internal state of an ion,
then how to carry outSWAP between any ion and the bus bit.
From the discussion in Sect. 2, these three operations form
a universal set and so allow arbitrary transformations of the
stored qubits in the processor.

The auxillary states|aux,i〉 ≡ |Faux,Maux〉⊗ |i,0,0, . . .〉
(i = 0,1) are available as a kind of ‘shelf’ by means of
which useful state-selective transformations can be carried
out among the computational basis states. If one applies ra-
diation at the frequencyωaux+ωz, then inspection of Fig. 5
will reveal that only transitions between|1,1〉 and|aux,0〉will
take place (if we assume that unwanted levels such as|1,2〉
are unoccupied).1 If one applies a2π pulse at this frequency,
then the state|1,1〉 is rotated through2π radians, and therefore
simply changes sign. In the computational basis, the effect is
equal to that of theCROToperator described in Sect. 2, see (2).

A 2π pulse at frequencyω0−ωaux−ωz also produces a con-
trolled rotation, only now the minus sign appears on the second
element down the diagonal of the unitary matrix, rather than
on the fourth, causing a sign change of the component|0,1〉
rather than of|1,1〉. This case will be calledC¬ROT, the nega-
tion symbol¬ referring to the fact that here the second qubit
is rotated if the first is in the state|0〉 rather than|1〉.

To rotate an ion’s internal state without affecting the centre-
of-mass motion, one applies radiation of frequencyω0. If such
radiation has phaseφ with respect to some defined origin of
phase, and duration sufficient to make apπ pulse, then the
effect in the computational basis is

Vp(φ)≡

(
cos(pπ/2) −ie−iφ sin(pπ/2)

−ieiφ sin(pπ/2) cos(pπ/2)

)
ion
⊗

(
10
01

)
cm

,

(14)

1Cirac and Zoller originally proposed to produce the selective effect of this
CROToperation by means of a chosen laser polarisation rather than frequency.
However, frequencies can be experimentally discriminated more precisely
than polarisations, which explains why Monroe et al. chose to use a frequency-
selective rather than polarisation-selective method.
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where we have followed the notation of [25], but usedp in-
stead ofk to avoid confusion with the wave vector. Note that
to apply such rotations succesfully, it is necessary to have the
phase of the radiation under experimental control. That means
under control at the position of the ion, not just in some sta-
ble reference cavity. This constitutes a severe experimental
constraint, which makes computational basis states separated
by radio frequencies highly advantageous compared to states
separated by optical frequencies. On the other hand, in order
to have the right phase experimentally, note that one need not
worry about the continuous precession at frequencyω0 caused
by the internal Hamiltanian of each ion. The laser field keeps
step with this precession, as becomes obvious when one uses
the interaction picture, which we have done implicitly in writ-
ing (14). A possible problem arises when different ions have
different internal energies, owing to residual electric and mag-
netic fields in the apparatus. However, this particular problem
has a fairly simple experimental solution: since each ion is ad-
dressed by a different laser beam pair, one can independently
tune the laser beams driving each ion, by means of acousto-
optic modulators in the beam paths. Such modulators will be
required in any case to allow the laser beam intensities to be
switched.

The centre-of-mass motion acts as the ‘bus’ qubit de-
scribed in Sect. 2. To carry outXOR(B,x), between the ‘bus’
and the internal state of a single trapped ion, Monroe et al.
applied first aπ/2 pulse at frequencyω0,

V1/2(−π/2) =
1
√

2

(
11
−11

)
ion
⊗

(
10
01

)
cm

, (15)

followed by CROT as described in the paragraph after (13),
followed by a secondπ/2 pulse atω0 with phase displaced by
π with respect to the first,2 i.e.V1/2(π/2). A straightforward
calculation shows that this sequence produces exactly

XOR(cm, ion) =

1000
0001
0010
0100

 , (16)

By symmetry, to obtainXOR(ion, cm), one might imagine
using a similar sequence, but with theπ/2 pulses applied at
frequencyωz so as to affect the vibrational state without af-
fecting the internal state. However, the vibrational degree of
freedom is not really a two-level system, so this will not work
(indeed, it will cause unwanted multiple excitations of the
vibrational motion). To performCROT, we made use of a tran-
sition at frequencyωaux+ωz. Note that this relied on the fact
that there was no population in the state|aux,1〉 (which would
have become coupled to|1,2〉, which is outside the computa-
tional Hilbert space). This illustrates the general method by
which the vibrational state is influenced: one uses radiation at
a frequency offset from an internal resonance of the ion byωz,
thus coupling levels of vibrational quantum numbers differing
by 1. To avoid coupling higher-lying vibrational states, one
of the possible initial states must be unoccupied when such
a transition is invoked.

2In fact Monroe et al. state that they usedV1/2(π /2) for the first pulse, and
V1/2(−π /2) for the third, producingXOR with an additional rotation of the
centre-of-mass state.

The transition at frequencyω0−ωz is indicated on Fig. 5.
A moment’s reflection allows one to convince oneself that
as long as there is no population in the|1,1〉 state (nor in
extraneous states such as|0,2〉), application of this radiation
will cause only transitions between|1,0〉 and|0,1〉, and hence
a SWAP operation is available between the bus qubit and any
other. Applying apπ pulse at phaseφ and frequencyω0−ωz,
we obtain the operation

Up(φ)≡


1 0 0 ×
0 cos(pπ/2) −ie−iφ sin(pπ/2) ×
0 −ieiφ sin(pπ/2) cos(pπ/2) ×
0 0 0 ×

 , (17)

where the final column of crosses indicates that an initial state
|1,1〉 is carried out of the computational basis byUp(φ). The
casep = 1, that is aπ pulse, produces aSWAP operation with
an additional−i phase factor, which we will writeU1(0) =
SWAP(i). Applying U1(0) to ion x, followed by C¬ROT to
ion y (i.e. using the frequencyω0−ωaux−ωz), followed by
U1(0) once again to ionx, has the effect of aCROT oper-
ation betweenx and y. That is,CROT(x,y) = SWAP(i)(B,x) ·
C¬ROT(B,y) ·SWAP(i)(B,x), as long as the initial state ofx and
the bus is not|1,1〉. To apply the method, one uses the bus
as a ‘work bit’ that is arranged always to return to state|0〉
before operations such asUp(φ) are applied, so the quantum
information processing can go forward without problem.3

So far we have described operations on the ion trap by
means ofpπ pulses. A complimentary technique is that of
adiabatic passage, in which a quantum system is guided from
one state to another by a strongly perturbing Hamiltonian
applied slowly. For example, instead of swapping one ion’s
internal state with the bus qubit, and then swapping the bus
with another ion, one could swap the internal state of two ions
‘via’ the bus but without ever exciting the first vibrational level.
The details are described for a related system in [26]. This
method has experimental advantages in being insensitive to
features such as the timing and interaction strength. However,
it can be more sensitive to off-resonant coupling to other levels,
compared with the pulse technique, and this consideration
led Monroe et al. to favour rf pulses. Bothpπ pulses and
adiabatic passage will probably have their uses in a practical
QC (whether based on an ion trap or some other system).

The laser pulses described provide the universal set of
‘quantum logic gates’ for the linear ion trap. To complete
the operation of our processor or QC, we require that the
final state of the quantum information processor can be meas-
ured with high accuracy. This is possible for trapped ions by
means of the ‘electron-shelving’ or ‘quantum-jumps’ tech-
nique [28, 30, 32–34]. That is, one may measure whether
a given ion is in state|F1,M1〉 or |F2,M2〉 by illuminating
it with radiation resonant with a transition from|F1,M1〉 to
some high-lying level, whose linewidth is small enough so
that transitions from|F2,M2〉 are not excited. If fluorescence
is produced (which may be detected with high efficiency), the
ion state has collapsed to|F1,M1〉, if none is produced, the
ion state has collapsed to|F2,M2〉. This method requires that
spontaneous decay from the high-lying level to|F2,M2〉 is

3Indeed, the bus may even be measured at those times when it should be in
the ground state|0〉, producing a slight stabilisation or error detection; see
Sect. 7.1. In the ion trap, however, one can only thus measure the vibrational
state by first swapping it with the internal state of a prepared ion.
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forbidden, which is possible in this case through the angular
momentum selection rules for electric dipole radiation. Note
that typically a quantum process may need to be prepared,
run, and measured several times in order to gather more in-
formation about the processor’s final state than is available
from a single measurement of all the qubits. This is related
to the ideas of quantum state tomography, which have recent-
ly been demonstrated in an ion trap experiment (see [35] and
references therein).

3.3 Efficient gate sequences

It was shown in the previous section thatCROT can be applied
to any pair of qubits, and arbitrary rotations of single qubits
can be carried out. Hence, as explained in Sect. 2, any arbitrary
sequence of unitary transformations of the quantum processor
can be brought about. However, the most efficient methods will
not blindly adopt a simple repetition ofCROTs and rotations
to solve any problem. There may be much more efficient
methods, by using other possible pulse sequences. Cirac and
Zoller emphasize this by demonstrating how to apply aCnROT
operation, in which theσ z operator is applied to one ion’s
internal state only ifn other ions are in the state|1〉, using
a number of pulses equal to2(n−2)+3. This is efficient in
that the number rises only linearly withn, and the multiplying
factor is small (i.e. 2 rather than 48 as in [45]).

Efficiency in computer science has a rigorous definition.
Without the details, the essential point is that if the number
of elementary computational steps (here, quantum gates) re-
quired to complete an algorithm rises exponentially with the
size of the input to the algorithm, then the algorithm is ineffi-
cient. The definitions can be made rigorous, which we will not
attempt to do, but essentially each algorithm addresses not one
instance of a problem, such as to “find the square of 2357”, but
a whole class of problems, such as, “given an integerx, find its
square”. The ‘size of the input’ to the algorithm is measured
by the amount of information required to specifyx, which is
the number of digits in the binary expression ofx, i.e.log2(x).
A computation is inefficient if the number of steps is expo-
nential inlog(x), i.e. is proportional tox. Similarly, a quantum
gate involvingn qubits is inefficient if the number of physi-
cal operations, such as laser pulses, required to implement it
is exponential inn (e.g. increases as2n). The strict definition
of the universal computer mentioned in Sect. 1 also involves
this efficiency aspect: when a universal computer simulates
the action of another, the number of operations in the simula-
tion algorithm must not rise exponentially with the amount of
information required to define the simulated computer.

Although we emphasised in Sect. 2 that a small set of
gates is ‘universal’ in that all unitary transformations can be
composed by them, this doesnot necessarily imply that they
can be used to build the particular transformations we may
want in an efficient way. In this sense, the word ‘universal’ is
misleading.

So far, networks of quantum gates have been designed for
the most part without regard to the exact physical process
that might underlie them. However, in such an approach it is
not obvious which gates to call ‘elementary’, since a physical
system like the ion trap may be particularly amenable to some
transformations. We have already seen an example in theSWAP
gate in the ion trap, which can be carried out without recourse

to a sequence ofXOR gates. This implies that a thorough
understanding of a particular system like the ion trap may
lead to progress in finding efficient networks. The important
insight in Cirac and Zoller’s construction of theCnROT gate is
that the method makes use ofπ pulses at frequencyωaux+ωz.
In other words, during the implementation of this gate the ions
are deliberately carried out of the computational Hilbert space.
Alternatively, one could regard the ‘shelf’ level|Faux,Maux〉⊗
|i,0,0, . . .〉 as within the computational Hilbert space, in which
case we have more than one qubit available per ion. Later, in
Sect. 7.1, we will consider using vibrational modes in addition
to the lowest one in order to have more than one ‘bus’ qubit.

3.4 Switching rate

The previous section showed how the ion trap information pro-
cessor worked, by invoking radiation of prescribed frequency
and duration in the form ofpπ pulses. The ‘switching rate’ of
the processor is limited by the duration of these pulses.

Let Ω be the Rabi frequency for resonant excitation of
the internal transition at frequencyω0 for a free ion. This
will be determined by the linestrength of the transition and
the laser power available. For a two-level atom one hasΩ2 =
6π Γ I/~ck3 whereΓ is the linewidth of the transition,I is the
intensity of the travelling wave exciting the transition, andk is
the wavevector. When we consider excitations of the internal
state alone of an ion in a trap, i.e.∆n = 0 wheren is the
vibrational quantum number, this ‘free ion’ Rabi frequency
still applies. However, when changes in the vibrational state
are involved, i.e. transitions at frequencyω0±ωz producing
∆n =±1, an additional scaling factor∆zcmkz appears, where
∆zcm is the extent of the ground-state vibrational wave function
given in (8), andkz = kcos(θ) is the wavevector component
along thez direction. Using (8), we have

∆zcmkz =

(
~k2 cos2(θ)

2NMωz

)1/2

≡
η
√

N
, (18)

whereη is the Lamb–Dicke parameter for a single trapped
ion. In the case of weak excitation, the effective Rabi frequen-
cy for the vibrational-state-changing transitions isηΩ/

√
N,

a result that can be interpreted as arising from conservation
of momentum. The factor

√
N appears because the whole ion

string movesen masseand therefore has an effective mass
NM (Mössbauer effect). The Lamb–Dicke parameter can also
be written in terms of the recoil energy (energy of recoil of an
ion after emission of a single photon)

ER≡
(~k)2

2M
, (19)

givingη ≡ cos(θ)(ER/~ωz)
1/2.

We can now obtain a measure of the switching rateR by
taking it as the inverse of the time to bring about a2π pulse
on a vibrational-state-changing transition, i.e.

R'
ηΩ

2π
√

N
(η ≤

√
N) . (20)
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Outside the Lamb–Dicke limit4 (i.e. for η >
√

N) the ion–
radiation interaction is more or less equivalent to that of a free
ion, so the factorη/

√
N no longer applies; it is replaced by

a factor less than or equal to 1.
It was remarked in the previous section that to maintain

phase control between (and during) computing operations,
there is a strong advantage in having the transition frequencies
ω0,ωaux in the rf to microwave rather than optical region of the
electromagnetic spectrum. However, if the relevant transitions
are driven directly by microwave radiation, with a frequency
of the order of the vibrational frequencyωz, then the Lamb–
Dicke parameter is extremely small (of order(~ωz/2Mc2)1/2),
so vibrational-state-changing transitions are almost impos-
sible to drive. One way to avoid this would be to make the trap
extremely weak, but this has the disadvantage of making the
system sensitive to perturbations and lowering the switching
rate. Instead, it is better to drive the microwave transitions by
Raman scattering at optical frequencies. This combines the ad-
vantage of a large photon momentum and hence strong driving
of vibrational-state-changing transitions, with the possibility
of accurate phase control since only the phasedifferencebe-
tween the pair of laser beams driving a Raman transition need
be accurately controlled. The Raman technique was adopted
for these reasons by Monroe et al. [44]. The same reason-
ing leads to the advantage of Raman scattering for precise
laser manipulation of free atoms [47, 48]. A clear theoretical
analysis is provided by [49].

The maximum switching rate is dictated by the three fre-
quenciesΩ, ωz, andER/~ in a subtle way. If only low laser
power is available,Ω�ωz, then the Rabi frequency limits the
switching rate and the best choice forωz is that which makes
η ∼
√

N, i.e.

η2 ≡
cos2(θ)ER

~ωz
' N . (21)

Therefore the recoil energy, given by the choice of ion and
transition, dictates the choice of trap strength, for a given
number of ions. Typical recoil energies for an ion are in the
regionER∼ 2π~× (10–200) kHz, and traps with this degree
of confinement are now standard. In this situation, increasing
the number of ions does not affect the switching rate, but
reduces the required trap confinement, making the system
more sensitive to perturbations.

If higher Rabi frequencies are available, one’s intuition
suggests thatωz becomes the limit on the switching rate,
sinceΩ must be less thanωz or the power broadening will no
longer allow the different vibrational levels to be discriminat-
ed. However, at highωz one hasη� 1 (Lamb–Dicke regime)
so the switching rate on∆n =±1 transitions cannot reachωz
if Ω < ωz. Placing thead hoclimit Ω < ωz/10 in (20), one
obtains

R<
1

20π

(
ERωz

~N

)1/2

. (22)

The switching rate is thus limited by the geometric average
of ωz andER/~, and the processor slows down when more

4The Lamb–Dicke limit is the condition that the ions’ motion is confined to
a region small compared to a wavelength of the radiation under consideration.
Since in the present case the ion string is in the ground state of the trap
(quantum regime), the Lamb–Dicke limit corresponds to smallη.

ions are involved. For example, to achieve a switching at the
recoil frequency, i.e.R= ER/2π~, with N = 10 ions, (22)
impliesωz = 1000ER/~ andΩ = 100ER/~. To keep the ions
in a straight line, (11) requiresω r > 5300ER/~ which is very
hard to achieve experimentally.

There is another problem with increasingωz in order to in-
creaseR. Whenωz is large,η�

√
N, so the transitions that

do not change the vibrational state (∆n = 0) are much more
strongly driven by the laser than those that do [∆n =±1, equa-
tion (20)]. This increases the unwanted off-resonant driving
of ∆n = 0 transitions when∆n =±1 transitions are invoked to
perform quantum gates between an ion and the phonon ‘bus’.
Cirac et al. [25, 57] have emphasized the possibility of using
standing-wave rather than travelling-wave excitation to avoid
this problem, since∆n = 0 transitions are suppressed if the
ion is positioned in the node of a standing wave. However, it
may not be technically feasible to achieve this for more than
a few of the ions.

In principle it should be possible to run an ion trap pro-
cessor at rates of orderωz by relaxing the conditionΩ < ωz
and allowing off-resonant transitions, but the simple analysis
given in Sect. 3.2 is then no longer valid. One can no longer
use a two-level model for each transition of the ion/centre-of-
mass system. The ac (alternative current) Stark effect (light
shift) will be all-important, and different computational ba-
sis states will become mixed by the ion–light interaction. The
optical Bloch equations remain solvable (numerically if not
analytically), and a detailed analysis should still enable use-
ful elementary computing operations to be identified. Such an
analysis is a possible avenue for future work [46].

4 Cooling

To make the quantum information processor described in the
previous sections, the main initial requirements of an experi-
mental system are cooling to the quantum regime (4), and
confinement to the border of the Lamb–Dicke regime (21).
The ions must be separated by at least several times the laser
wavelength [see (9)], but this is automatically the case, for
small numbers of trapped ions, since with current technolo-
gy the ions are always separated by many times the width of
their vibrational ground state wavefunction [inequality (10)],
which is itself approximately equal to the laser wavelength,
given that the Lamb–Dicke parameter is of order 1.

Surveys of cooling methods in ion traps are given in [31,
32]. For cooling to the quantum regime, there are two possible
approaches. Either one may cool to the ground state of a tight
trap havingη� 1, then adiabatically open the trap toη ∼ 1,
or one may apply cooling to a trap already atη ∼ 1. The
advantage of the former approach is that one does not require
cooling below the recoil limitkBTR = ER. The advantage of the
latter is that strong confinement is not necessary, but attaining
the quantum regime withη ∼ 1 requires sub-recoil cooling.

Cooling to the quantum regime has so far been demon-
strated for trapped ions by means of sideband cooling in
the resolved-sideband limit [36, 37]. This is described in
Sect. 4.1 below. However, it may be interesting to pursue
other approaches, as discussed in Sect. 4.2 and Sect. 4.3.

The physics of sideband cooling is very closely related to
that involved in information processing in the ion trap. This is
no coincidence, and a similar link will probably be found in all
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physical implementations of quantum information processing.
The relationship is sufficiently close that one may say that
once the goal of laser cooling to the motional ground state is
achieved in any given experimental ion trap, a primitive form
of quantum information processing can proceed immediately,
since all the required experimental components will be in
place. Conversely, quantum error correction (see Sect. 7.1) is
a special type of ‘cooling’.

4.1 Sideband cooling

Sideband cooling is the name for the simplest type of laser
cooling of a confined ion. The name comes from how the
photon-scattering process looks in the resolved-sideband limit
(see below). In the case of free ions, the corresponding process
is radiation pressure or Doppler cooling.

There are several significant frequencies or energies. First,
we have the vibrational frequency in the ion trap potential,
ωz. Next, we have the radiative width of the transition used to
do the cooling,Γ . Either a single photon transition is used, in
which caseΓ is its natural width (or possibly its broadened
width if another laser is used to broaden a very narrow level
as in [36]), or a stimulated Raman transition is used, in which
caseΓ is some combination of the inverse of the duration of
the Raman pulses, and the time for optical pumping out of one
of the states linked by the Raman transition. The physics in the
Raman case and single-photon case is very similar. The Raman
method is a way of providing a very narrow transition when
one is not already available. It also combines the advantages of
precise frequency control (in the rf regime) with large photon
recoil (optical regime), which permits fast cooling, for the
same reason that the switching rate for information processing
is faster (Sect. 3.4). One could instead use an rf or microwave
transition, but then the cooling would be a lot slower and may
not compete well enough with heating processes.

Laser cooling of atoms is often done quite happily by
using strong, resonant transitions. Indeed, such transitions
are eagerly sought out. Why the talk of narrow transitions in
the previous paragraph? It is because simple Doppler cooling
leads to the well-known Doppler cooling limitkBTD ' ~Γ /2,
when the recoil energy is small compared to~Γ (this applies
in a trap as well as to free atoms). However, we want to get to
the quantum limit (4), so we require

ωz� Γ . (23)

This equation is a further constraint on the performance of
the trap. It says the cooling transition must be narrow enough,
or the trap confinement tight enough, to resolve the motional
sidebands in the Lamb–Dicke spectrum.

In the resolved sideband limit, radiation pressure cooling
is called sideband cooling. A nice way of understanding it is
to consider it as a form of optical pumping towards the state
of lowest vibrational quantum number [31]; see Fig. 6. Note
that the recoil after spontaneous emission produces heating.
The average change in the vibrational energy per spontaneous
emission is equal to the recoil energy~ωz〈∆n〉= ER (a par-
ticularly clear derivation of this fact may be found in [51]).
For a single trapped ion illuminated by low-intensity light, the

cooling is governed by the following equation [51, 52]:

d
dt
〈H〉=

Iσ 0

~ωL
∑
n

Pn∑
f

(Ef−En+ER)
∣∣∣〈ψ n|eik·R|ψ f 〉

∣∣∣2
×g(ωL−(Ef−En)/~) ,

(24)

where I is the intensity of the incident radiation (a single
travelling wave),σ 0 is the resonant photon scattering cross
section (σ 0 = 2π λ2 = (2π )3/k2 for a two-level atom),~ωL =
~ck is the laser photon energy,Pn is the occupation probability
of the nth energy level of the vibrational motion, of energy
En = ~ωz(n+1/2) and wavefunctionψ n [see (7)], andg(ω)
is the lineshape function. For a two-level atom,

g(ω) =
Γ 2/4

(ω−ω0)2 +Γ 2/4
. (25)

The quantityd〈H〉/dt is the rate of change of the mean to-
tal energy of the ion, averaged over an absorption/spontaneous
emission cycle. Since the ion’s internal energy is left un-
changed, this is the rate of change of the mean kinetic energy.
Equation (24) has a simple physical interpretation as a sum
of energy changes associated with radiative transitions up and
down the ladder of vibrational energy levels. At the lowest at-
tainable temperature,d〈H〉/dt = 0 and one possible solution

g, 0 g, 5g, 4g, 3g, 2g, 1

e, 0 e, 5e, 4e, 3e, 2e, 1 . . .

. . .

Fig. 6. Sideband cooling. A laser excites transitions in which the vibrational
quantum number of a confined ion falls by 1 (or a higher integer). Spontaneous
transitions bring the ion’s internal state back to the ground state, with the
vibrational quantum number changing by±1 or 0. On average the vibrational
quantum number is reduced, until the vibrational ground state is reached.
The internal ground and excited states are|g〉 and|e〉, and the figure shows
the different vibrational levels spread out horizontally for clarity. When both
|g〉 and|e〉 are long lived (for example they may be the computational basis
states: cf Figures 5 and 8), the|g,n〉 → |e,n−1〉 transition is driven by aπ
pulse, (U1(0) operator), and the spontaneous transition is a Raman transition
via an unstable excited state (optical pumping). Note that such experimental
techniques are identical to those required for information processing and error
correction. To cool a crystal of several ions, it is sufficient for the laser to
interact with only one ion since the Coulomb coupling between ions causes
rapid thermalisation of their motional state. However, the coupling between
different normal modes is weaker, so these may need to be cooled separately
by tuning the laser to the various normal mode sideband frequencies
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of (24) is the thermal distribution

Pn = (1−s)sn , (26)

wheres is the Boltzmann factors= exp(−~ωz/kBT), and the
probability distribution has been normalised.

At sufficiently low temperatures, all but the lowest energy
levels can be ignored in (24). By usingk ·R=η(â†+â), where
â|ψ n〉 =

√
n|ψ n−1〉, and expanding in powers of the Lamb–

Dicke parameter, it is a simple matter to obtain

d
dt
〈H〉 ' Iσ 0

ER

~ωL
{〈n〉 [g(ωL−ωz)−g(ωL +ωz)]

+[g(ωL)+g(ωL−ωz)]} ,
(27)

where 〈n〉= ∑nPn is the ion’s mean vibrational quantum
number. Now assumeΓ �ωz [inequality (23)] and let the
incident radiation be tuned to the first sideband below reson-
ance,ωL = ω0−ωz, then the cooling limitd〈H〉/dt = 0 leads
to a mean vibrational quantum number [52, 53]:

〈n〉 '
5Γ 2

16ω2
z

. (28)

Note that since〈n〉 is proportional to(Γ/ωz)
2, the experimen-

tal constraint (23) will ensure achievement of the quantum
limit 〈n〉 � 1. This also justifies our ignoring higher energy
levels in deducing (28).

The above derivation assumed a single direction of propa-
gation for the cooling laser, which will result only in cooling
along one direction, so our calculation has been one dimen-
sional. Taking into account the fact that spontaneous photons
are emitted into all directions, we find they do not heat any
given dimension quite as much as we assumed, and the factor
5 in (28) is replaced by(1+4α) whereα ' 2/5 depends on
the dipole radiation emission pattern [54]. However, this cor-
responds to an experiment in which the motion in the other
dimensions is heated, which we wish to avoid. To cool all three
dimensions, one can either introduce three laser beams, or use
a single beam propagating at an oblique angle to all the prin-
ciple axes of the trapping potential, and tune it separately to
resonance with the three sideband frequenciesωL−ωx,y,z. For
this one must have all three frequencies distinct, i.e.ωx 6= ωy.

It is commonly imagined that sideband cooling is not pos-
sible if the recoil energy is greater than the phonon energy~ωz,
since then the cooling that results from photon absorption is
undone by the recoil from photon emission, andd〈H〉/dt > 0.
However, one can always tune to the next lower sideband,
ωL = ω0−2ωz, and good cooling is regained, as a thorough
analysis of (24) will show. Therefore it is not necessary to
be well into the Lamb–Dicke regime in order to attain the
quantum limit by sideband cooling.

Note also that both (27) and (28) are significant in order to
find the minimum temperature one will obtain in the lab. This
is because there will always be heating mechanisms present,
such as a coupling between the stored ions and thermal volt-
ages in the electrodes (see Sect. 7), so it is the coolingrate,
(27), not just the minimum possible temperature, which is im-
portant. This has been emphasised by Eschner et al. [38] who
propose a subtle variation on sideband cooling. Their method
uses repeated measurements of the motional state by looking
for resonance fluorescence on a sideband. The measurement

probes the high-energy part of the distribution of the ion’s
population amongst the quantum states of the trap. The ob-
servation of no fluorescence, i.e. a null detection, implies that
the ion’s state has collapsed onto the relatively lower energy
part of its initial vibrational distribution. Further such meas-
urements provide opportunities for further cooling. On any
given application of this method, the measurement may heat
or cool the ion, but cooling is more likely and one knows when
it has occurred. This idea is reminiscent of forced evaporative
cooling (see Sect. 4.3), only here it is applied to the proba-
bility distribution of a single confined particle rather than an
ensemble.

4.2 Sisyphus cooling

The constraint (23) means that sideband cooling will either be
slow and therefore not compete well with heating processes,
or will require the use of Raman transitions. We can avoid
Γ �ωz and nevertheless use laser cooling to get close to the
quantum regime, by the use of ‘Sisyphus’ cooling [55, 56].
This makes use of optical pumping and optical dipole forces
(forces associated with a position-dependent ac Stark shift of
the atomic energy levels) in a laser standing wave, on an atom
with at least three internal states. When the dipole force is
caused by a position-dependent polarisation of the standing
wave, the cooling is referred to as ‘polarisation gradient cool-
ing’. Theoretical analyses [55–57] have so far concluded that
the lowest temperatures attainable by this method correspond
to a mean vibrational quantum number〈n〉 ' 1, i.e. just on
the border of the regime we require. However, the cooling
rate is important as well as the theoretical minimum tempera-
ture, and for this reason Sisyphus cooling may be attractive for
cooling a whole string of ions [58], as required for the infor-
mation processor, since it is relatively fast. This would form
the precooling, which usually is necessary in any case before
sideband cooling, or something similar, can be applied to get
well into the quantum regime.

4.3 Statistical mechanical cooling methods

So far, all the cooling techniques described have been based
on laser cooling. However, for trapped neutral atoms the tech-
nique of forced evaporative cooling has been shown to be
extremely powerful, enabling the temperature in a weakly in-
teracting atomic vapour to be brought well into the quantum
regime of a trap, which for a cloud of bosons leads to Bose
Einstein condensation [39].

In forced evaporative cooling, one starts with a large num-
ber of trapped particles in thermal equilibrium. Those of
higher energy are forced to leave the trap, and those remain-
ing rethermalise towards a lower equilibrium temperature. The
technique relies on an ability to remove selectively particles
of higher than average energy. One way to do this is to reduce
the depth of the trap, allowing the faster particles to fly out.
Clearly this approach will work only if the thermal energy is
located more in some particles than in others, which is true for
a gas of weakly interacting particles, but not for a crystalised
system such as a cold string of trapped ions. However, evapo-
ration may be useful in an ion trap as a first stage of cooling, to
bring about crystalisation. Also, it is conceivable that a Bose
condensate of neutral atoms may one day be sufficiently easy
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to produce in the vicinity of an ion trap that it may be used as
a cold reservoir to cool the ions through collisions. The use
of one species to cool another is referred to as ‘sympathetic
cooling’.

5 rf requirements

We now turn to the design of the ion trap itself. The elec-
trode structure of the trap consists of a two-dimensional
rf quadrupole plus an axial static potential. Concentrating
on the two-dimensional quadrupole, consider first the most
simple case, in which the point in the centre of the elec-
trode structure remains at zero potential, and we omit any
axial confinement. The potential on one pair of diagonal-
ly opposed electrodes is(U−V cosΩVt)/2, and that on the
other pair has equal magnitude and opposite sign to this.
Here ΩV is the frequency of the applied voltage, the sub-
script is necessary to distinguish it from the Rabi frequency
of a driven atomic transition introduced in previous sections.
The potential as a function of position in thex-y plane is
φ(x,y,t) = (U−V cosΩVt)(x2−y2)/2r2

0 wherer0 is a measure
of the electrode separation.5 For the case of cylindrical elec-
trodes,r0 is the distance from the axis to the surface of the
electrodes [59]. The trapping effect in the radial direction is
stable as long asΩV is not too small, and is strong as long as
ΩV is not too large. This may be parametrised in terms of the
standard parameters

a =
4eU

Mr2
0Ω2

V

, (29)

q =
2eV

Mr2
0Ω2

V

, (30)

wheree is the charge on a trapped ion. For present purposes,
a zero dc potential differenceU = 0 may be used, soa = 0. The
radial confinement is then stable as long asq is less than about
0.9 [28, 32]. The radial micromotion has a velocity amplitude
of qΩV%/2 for an ion at average distance% from thez axis.
The average motion on a time scale slow compared to1/ΩV,
the so-called secular motion, can be modelled in terms of
the pseudopotential12 Mω2

r (x2 +y2)/e with radial vibrational
frequency

ω r =
√

a2 +q2/2
ΩV

2
=

qΩV

2
√

2
(a = 0). (31)

Choosingq = 1/
√

2 so as to be comfortably in the zone of
stability of the trap, we obtainω r = ΩV/4. From this the
Lamb–Dicke parameter for the radial confinement is obtained
as

ηr =

(
2
√

2 ERk2r2
0

eV

)1/4

, (32)

wherek is the wavevector andER the recoil energy as defined
in (19), and we have neglected thecos(θ) term for simplicity.

5In practice it is advantageous to avoid exact cylindrical symmetry in order
to have all three vibrational frequencies distinct, but this will unnecessarily
complicate the present discussion.

The significance of (32) is that, for a given ion and wavevec-
tor, the Lamb–Dicke parameter of the radial confinement is
dictated primarily by the choice of electrode size (r0) and rf
voltage amplitudeV. The required rf frequencyΩV is dictated
byV/r2

0 through (30) and the stability conditionq' 1/
√

2.
Recall from the discussion of the switching rate, Sect. 3.4,

that we want the Lamb–Dicke parameter for theaxial mo-
tion to be around 1, assuming there is only a small number
of ions in the trap. We also want the ions to adopt the
shape of a linear string, so the radial confinement must be
tighter than the axial confinement [see (11), (12)]. Taken
together these two considerations imply that the Lamb–
Dicke parameter for theradial motion should be much less
than 1.

Let us now add to the linear trap an axial dc potential, so
that the ions are confined in all three dimensions, and with
no axial micromotion. The most obvious way to do this is to
add positively charged electrodes to either end of the linear
trap, but this introduces a difficulty in correctly balancing the
rf potential so that there is no residual axial rf component. An
ingenious way around this is to split the linear electrodes of
the radial quadrupole field and impose a potential difference
between their two ends, as described in [59]; see Fig. 1. In
either case, the dc potential near the centre of the trap will
take the form of a harmonic saddle-point potential

φdc(x,y,z) =
Uz

z2
0

[
z2− 1

2

(
x2 +y2)] , (33)

whereUz is the potential on each electrode, andz0 is a pa-
rameter that is a measure of the electrode separation (its exact
value depending on the geometry). From this equation we ob-
tain the vibrational frequency for the axial harmonic motion
of a trapped ion:

ωz =

√
2eUz

Mz2
0

. (34)

This is also the frequency of the lowest mode of vibration of
a string of trapped ions (centre-of-mass mode), as discussed in
Sect. 3.1. The Lamb–Dicke parameter of the axial confinement
is

ηz =

(
ERk2z2

0

4eUz

)1/4

. (35)

Owing to Earnshaw’s theorem, it is impossible to apply an
axial dc potential without influencing the radial confinement.
The dc potentialφdc(x,y,z) has the effect of expelling the ions
in the radial direction. In the presence of both static axial and
fluctuating radial electric potentials, the secular (i.e. slow)
radial motion is still harmonic, but the vibrational frequency
is no longerω r but [32, 59]

ω ′r =
(
ω2

r−
1
2ω2

z

)1/2
. (36)

However, as long asω r �ωz, which is the case we are
interested in, thenω ′r 'ω r , so the previous discussion of
the radial confinement remains approximately valid, and in
particular the stability conditionq<∼ 0.9 is not greatly
changed. The depth of the trap (and hence the ease of catch-
ing ions) is given approximately by the smaller ofeUz and
eV/11.
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Element, Natural Nuclear Hyperfine λ λ Recoil
isotopes abundance spin splitting S–P S–D energy

(%) (~) (GHz) (nm) (nm) (kHz)

Be 9 100 3/2 1.25001767 313 226

Mg 24 79 0 280 106
25 10 5/2 1.7887631

Ca 40 97 0 397 730 30
43 0.14 7/2 3.25560829

87 7 9/2 5.00236835
Sr 88 83 0 422 674 12.7

135 6.6 3/2 7.18334024
137 11 3/2 8.03774167

Ba 138 72 0 493 1760 5.94

199 17 1/2 40.507348
201 13 3/2 30.16

Hg 202 30 0 194 282 26.6

171 14 1/2 12.6428121
173 16 5/2 10.4917202

Yb 174 32 0 369 411 8.42

6 7.5 1 3.0018
Li ∗ 7 92.5 3/2 11.8900 539 94.7

Table 1.List of candidate ions for information pro-
cessing. Only singly-charged ions are considered,
although some ions of higher charge may also be
interesting. For each element, only the most abun-
dant isotope, and those having non-zero nuclear
spin are shown. Unstable isotopes are not shown,
although most elements in the list (all but Mg and
Li) have further isotopes of half-life longer than
one week. Thalium and indium are omitted since
their ground states haveJ = 0 and so lack hyper-
fine structure. The hyperfine splittings are for the
ground state in all but helium-like lithium; they
are taken from G. Werth in [30], and from [76].
The S–D wavelength is only shown when the D
level lies below the P level. The recoil energy is
based on the S–P wavelength. For Li the S,P,D
labels do not apply; the transitions are from the
metastable triplet state. Note that the fine structure
splitting in the excited state (not shown) is also
relevant to the Raman transition rate (see text)

6 Candidate ions

Table 1 gives a list of ions suitable for information processing.
The list consists of ions whose electronic structure is suffi-
ciently simple to allow laser cooling without the need for too
many different laser frequencies. The list is not intended to be
exhaustive, but contains most ions that have been laser cooled
in the laboratory.

For information processing, a large recoil energy is attrac-
tive from the point of view of allowing a faster switching rate
(22), but makes the Lamb–Dicke regime harder to achieve
[see (32), (35)]. The choice of rf rather than optical transi-
tions for information processing appears so advantageous as
to be forced upon us. Since we require at least three long-lived
low-lying states of the ion (the states|0〉, |1〉 and|aux〉), this
implies that the existence of hyperfine structure (i.e. a non-
zero nuclear spin isotope), although it complicates the cooling
process, may be advantageous. Indeed, for alkali-like ions
(such as singly charged ions from group 2 of the periodic
table), the electronic ground state isJ = 1/2, so if the nucle-
ar spin is zero there are only two long-lived internal states
(the Zeeman components|J,M〉= |1/2,±1/2〉), which is not
sufficient. Having said this, we are not necessarily forced to
choose|aux〉 to be a third internal state of the ion (i.e. the
choice implied by Fig. 5). One could make use of the second
normal mode of oscillation of the ion string instead, choosing
|aux,0〉= |F1,M1〉⊗ |0,1,0, . . .〉 [cf equation (13)]. Recently,
Monroe et al. [46] have shown that the need for an auxilliary
level can be avoided altogether.

The other major consideration is the difficulty in gen-
erating the light required for cooling and information
processing.

Examining Fig. 7 and Table 1, we see that9Be is an at-
tractive choice, in that it allows the fastest switching rate
and it requires only one laser wavelength for cooling, and
the hyperfine splitting frequency of1.25 GHzis accesible to
electro-optic modulators. However, the wavelength of313 nm
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Fig. 7.The recoil energies and main (typically S–P) transition wavelengths for
ions that may be amenable to quantum information processing (cf Table 1).
A high recoil energy is advantageous for a high switching rate, but tends
to be associated with a short wavelength. A rough rule is that the shorter
the wavelength, the more complicated and therefore less stable is the laser
system. The starred symbols are singly ionised ions from group 1, in which
a metastable manifold is used for computing, making them unattractive in the
long term

requires the use of a dye laser (frequency doubled) which is
disadvantageous. The next most promising candidate appears
to be 43Ca. It requires two laser wavelengths for cooling,
397 (or 393)nm and 866 (or 850)nm (Fig. 8), but both
can be produced by diode lasers (one frequency doubled),
which makes this ion very attractive (strontium has simi-
lar advantages). Diode lasers can be made very stable in
both frequency and power. If more laser power is needed
than is possible with diode lasers, then a titanium–sapphire
laser can be used, which is also advantageous compared with
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Fig. 8. Low-lying energy levels of the43Ca+ ion, of electronic structure
1s22s22p63s23p6nl. The hyperfine structure of theD states is omitted to keep
the diagram uncluttered. The other levels are labelled by the total angular
momentum quantum numberF (nuclear spinI = 7/2). The Zeeman sublevels
are shown for the ground state hyperfine manifold, and a possible choice of
computational and auxilliary levels is shown by the thickened sublevels. An
example Raman transition is shown, for use both in sideband cooling and for
the operation of quantum gates. The3D levels are shown because they are
involved in the state preparation (including cooling) and measurement, both
of which are an integral part of a complete quantum ‘computation’. The level
separations and lifetimes are taken from references [62]

dye lasers. The hyperfine splitting of3.26 GHz is accessi-
ble to electro-optic modulators, though less easily than the
smaller splitting in beryllium. The obvious difficulty in work-
ing with 43Ca is that it is a rare isotope, having a natural
abundance of only0.14% or 1 part in 700, making an isotopi-
cally enriched sample that much more expensive. However,
one could carry out preliminary experiments using the97%
abundant40Ca.

For a group-2 ion, the internal states required for in-
formation processing, discussed in Sect. 3.2 and illustrated
in Fig. 5, will be taken from the ground state hyper-
fine manifold. For 43Ca, for example, one might take
|F1 = 4,M1 = 4〉, |F2 = 3,M2 = 3〉 and|Faux = 4,Maux = 2〉.
This choice is highlighted in Fig. 8. The degeneracy between
the first and auxilliary levels is lifted by an imposed magnetic
field of order0.1 mT.

6.1 Example: the43Ca+ ion

To estimate laser power requirements, we will calculate
the intensity required to saturate the4S1/2–4P3/2 transi-
tion in Ca+ (for laser cooling purposes) and that required
for Raman transitions in the ground state via a quasi-
resonance with this transition (for information processing
purposes). With a two-level model for the allowed elec-
tric dipole transition, the saturation intensity (defined as
the intensity giving a Rabi frequency equal to the FWHM
(full width, half maximum) linewidthΓ divided by

√
2) is

IS = 4π 2~cΓ /6λ3 = 48 mW/cm2 (using Γ = 2π ×23 MHz,
λ = 397 nm). To initiate laser cooling, this intensity must be
available in a laser beam wide enough to intersect a signifi-
cant proportion of a ‘hot’ ion’s trajectory in the trap. With
a beam diameter of 1 mm, the required laser power is of order
0.5 mW, which is a large overestimate in practice.

Raman transitions from|0〉 to |1〉 via a near-resonance
with an excited state|e〉 can be modelled as transitions in
an effective two-level system, in which the effective Rabi
frequency of the Raman transition is

Ωeff =
Ω0Ω1

2∆
, (37)

whereΩ0 andΩ1 are the Rabi frequencies of the single-photon
transitions from levels|0〉 and|1〉 to |e〉, and∆�Ω0,Ω1 is the
detuning from resonance of both of these transitions. If level
|e〉 decays only to levels|0〉 and|1〉, the single photon Rabi
frequencies can be obtained from the laser intensityI and the
linewidth Γ of the excited state, leading toΩeff ' IΓ 2/8IS∆.
During a Raman transition, the average population of the ex-
cited state|e〉 is∼Ω2

0/4∆2, and to produce, for example, a2π
pulse, the pulse duration is2π/Ωeff. Therefore the probabil-
ity of an unwanted spontaneous emission process such an
operation is

pem =
π Γ
∆

. (38)

An interesting possibility, which has not yet been tried in
an ion trap, is to use the Argon ion laser line at 488 nm to
drive Raman transitions. In this case, we have∆ ' 6×106Γ ,
so pem' 5×10−7, allowing a million computing operations
before spontaneous emission is a problem. The laser intensity
required to obtain~Ωeff = ER, if we assume equation (37)
applies, is then

I = 8IS
∆
Γ

ER

~Γ
' 2.9×109 W/m2 . (39)

To address a single ion, the laser is focussed to a tight spot
of diameter∼ 10µm, so the required power is modest, of
order 0.3 W. Although the main features of this argument
are correct, in fact the situation is more complicated since
the ion is not really the three-level system implied by (37).
A complete analysis must take account of all the fine and
hyperfine structure.

Let the fine structure splitting in the excited state be∆Efs,
and let the hyperfine structure in the excited state be of order
∆Ehfs. To calculate the Raman transition’s effective Rabi fre-
quencyΩeff, we must replace (37) by a sum over the transition
amplitudes for all available transition routes. Destructive inter-
ference between these amplitudes can result in a much reduced
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effective Rabi frequency, as described in [60]. Another way of
understanding this is to note that if the detuning∆� ∆Ehfs/~,
then the nuclear and electron angular momentaI andJ may be
considered decoupled, to a first approximation, and the elec-
tric dipole transition matrix element only couples toJ, so only
∆MI = 0 transitions are allowed. A similar argument applies
to the LS coupling when∆� ∆Efs/~, in which case only
∆MS= 0 transitions are allowed. Unfortunately, this means
that forL = 0 ground states, which is the usual case, Raman
transitions from one ground state hyperfine level to another
cannot be driven if the detuning∆ is increased much beyond
∆Efs/~ [61]. We conclude that a large fine structure is advanta-
geous. For calcium,∆Efs/~' 2π ×7700 GHz, and choosing
∆ equal to this splitting givespem' 10−5.

To confineCa to the Lamb–Dicke regime of the393 nm
radiation, we requireωz = ER/~' 2π ×29 kHz. This is a rea-
sonable choice for information processing if we bear in mind
the remarks made in Sect. 3.4 about off-resonant transitions.
Choosing an axial electrode separation of∼ 10 mm, the volt-
age required on the axial electrodes isUz∼ 0.74 volts. This is
a low value compared to that typically used in ion traps. The
fact that Lamb–Dicke confinement is achieved even with such
a relatively weak trap comes from the property that the ions
are cooled to the ground state of the axial motion, which here
corresponds to a temperature small compared to the recoil
limit ER/kB ' 1.4µK. The low value ofUz shows that con-
tact potentials will certainly be a problem, and one must be
able to compensate them by seperately controlling the voltage
on each electrode. To make the radial confinement ten times
stronger than this axial confinement, we require an alternat-
ing voltage on the radial quadrupole electrodes of frequency
ΩV ' 2π ×1.2 MHz [see (31)] and amplitudeV ' 9 volts [see
(30)], assuming a distance of∼ 1 mmfrom the axis to the ra-
dial electrode surfaces. In practice there is no great difficulty
in generating voltages up to several hundred volts at frequen-
cies in the region of tens of MHz. Since there is no reason not
to have strong radial confinement, and some advantages, such
as reduced collisional heating and loss, these larger parameter
values should be used.

7 Performance limitations

Having begun in Sect. 3.2 with an idealised treatment, in which
we assumed operations could be carried out in an ion trap with
arbitrary precision, we were more realistic in Sect. 6. It now
remains to discuss the limitations on the performance of the
ion trap system for information processing purposes.

Two important figures of merit for a quantum information
processor are the number of stored qubits, which so far in this
paper has been the number of trapped ionsN, and the num-
berQ of elementary operations that can be carried out before
dissipation or decoherence causes a significant loss of quan-
tum information. To a first approximation, we may quantify
dissipation or decoherence by a simple rateΓ d, in which case
Q= R/Γ d, where the switching rateR is given in Sect. 3.4.
If we model decoherence as if each ion were independently
coupled to a thermal reservoir, leading to a phase decoher-
ence rateγ for any individual ion, then we must takeΓ d = Nγ
since the quantum computation is likely to produce entangled
states in which the off-diagonal elements of the density ma-
trix decay at this enhanced rate [12, 13, 16, 17]. The origin of

the factorN here is quite simple to understand. In a state such
asa|000〉+b|111〉 the phase relationship betweena andb is
lost if any oneof the three qubits dephases, so the rate for de-
phasing of the joint state is three times the single-qubit rate
if the qubits dephase independently. It is just like in classical
probability where if something can happen inN equally like-
ly different ways, it isN times more likely to happen. When
throwing a dice, we are three times more likely to get an even
number than to get a one. However, decoherence of a many-
ion state in an ion trap is not yet sufficiently well understood
to tell whether such a model applies [63]. Two possible ther-
mal reservoirs affecting the ion trap are electrical resistance
in the electrodes and thermal radiation.

The major problems in an ion trap are spontaneous tran-
sitions in the vibrational motion, i.e. heating (a random walk
up and down the ladder of vibrational energy levels), ther-
mal radiation (driving internal rf transitions in the ions), and
experimental instabilities such as in the laser beam power, rf
voltages and mechanical vibrations, and fluctuating external
magnetic fields [44]. The instabilities contribute to the heating
and also imply that a laser pulse is never of exactly the right
frequency and duration to produce the intended quantum gate.
A ‘decoherence rate’ of a few kHz was quoted by Monroe et
al. [44], consistent with the heating rate of 1000 vibrational
quanta per second quoted in their earlier work [37]. With the
switching rate of order20 kHz, they obtainedQ' 10 with
N = 1. A heating rate of 6 quanta per second was reported by
Diedrich et al. [36].

A useful model of the motion of a trapped ion is a series LC
circuit shunted by the capacitance of the trap electrodes [63,
64]. The inductance in the model is given byl ' Mz2

0/Ne2

where z0 is of the order of the axial electrode separation.
A resistancer is due to losses in the electrodes and other
conductors in the circuit. This resistance both damps and heats
the ionic motion with time constantl/r, leading to a heating
rate in vibrational quanta per second [63]:

Γ heat'
r
l

kBT
~ωz
'

rNe2kBT

Mz2
0~ωz

. (40)

For example, substituting the parameters from Sect. 6.1, and
using r = 0.1 ohm, T = 300 K, we obtainΓ heat= 5 s−1. It
should be borne in mind that one can only consider (40) to ap-
ply once other sources of electrical noise, such as rf pickup,
have been reduced sufficiently, so one cannot hope to improve
the performance merely by increasing the electrode separation
z0 and voltageUz.

It is a simple matter to combine (20), (34), (37), and (40) in
order to obtainQ = R/Γ heatas a function of the experimental
parameters. However, this does not bring much insight and it is
better to think in terms of the switching rate and decoherence
rate. If we takeN = 10 ions withωz = ER/~= 2π ×29 kHz,
as suggested in the previous section, the switching rate is
about1 kHz, andQ∼ 200 where we use the value just quoted
for Γ heat. These parameters indicate what will probably be
achievable in the next few years.

It is not hard to show that the influence of spontaneous
emission of photons by the ions in the trap is much less im-
portant than the severe experimental problems just mentioned.
Spontaneous emission takes place during the application of
a laser pulse, because of the unavoidable weak excitation of
an excited state of the relevant ion, as noted in the previous
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section. (It was already remarked that spontaneous emission
between laser pulses is negligible, owing to the adoption of
the ground-state hyperfine manifold for computing.) With the
probabilitypem from (38), the number of operations that can
be carried out before spontaneous emission plays a signifi-
cant role isQ' 1/pem, which can be of the order of105, as
remarked after (38).

The conclusion is that for the moment the limitations of the
ion trap are associated with the vibrational degrees of freedom,
and with experimental instabilities. It is here that experimental
and theoretical work must concentrate if progress is to be
made. It remains misleading at present to talk of quantum
‘computations’ taking place in the lab.

7.1 Error correction

Although it is important to build an information processor with
as much precision and stability as possible, in the longer term
the aim of significant computations is almost certainly unre-
alisable without something that goes beyond such ‘passive’
stabilisation. The inherent instability of quantum computing
was stressed in Sect. 1. It was initially thought that anything
like active stabilisation of a quantum computer would be im-
possible, since it would rely on a means of monitoring the
quantum state of the computer, which would irreversibly de-
stroy the computation. However, the union of information
theory with quantum mechanics has lead to another power-
ful concept, that of quantum error correction [65–67]. The
essential idea is thatK qubits of quantum information in the
quantum computer can be stored (‘encoded’) in a carefully
chosen way amongN > K two-state systems. The simplest
case is to store a single qubit in three two-state systems, as
follows:

|0L〉 ≡ (|000〉+ |011〉+ |101〉+ |110〉)/2
|1L〉 ≡ (|111〉+ |100〉+ |010〉+ |001〉)/2

(41)

All we have done here is written down two orthogonal
states, calling them|0L〉 and |1L〉. With two states we have
a single logical qubit, K = 1, but it is stored physical-
ly in N = 3 separate ions. A general state of the logical
qubit is justa|0L〉+b|1L〉. The logical qubit inhabits a two-
dimensional subspace of the total Hilbert space of eight
dimensions.

The computation is carried out in the specially chosen
2K -dimensional subspace of the total Hilbert space (2N di-
mensions) of the enlarged computer. For example, to apply
the logical state rotation|1L〉〈0L |−|0L〉〈1L |, we must apply
V1(−π/2) = |1〉〈0|−|0〉〈1| seperately to each ion.

The encoding is chosen so that the most likely errors cause
the computer’s state to go out of the special subspace (where-
as computing operations keep the state within the special
subspace). One can detect such departures, and force the com-
putation back on track,withoutcorrupting the stored quantum
information, by making well-chosen joint measurements on
the three qubits. The exact corrective procedure is deduced
from the error correction methods which are a central part of
classical information theory. This is a rather subtle and beau-
tiful link between classical information theory and quantum
mechanics. Unfortunately it would take too long to describe
it fully here. A thorough discussion which does not assume

much prior knowledge is given in [66]. The above ‘simplest
case’, (41), is fully analysed there.

The encoding (41) is designed to reduce phase noise,
i.e. a noise source that causes the state of each ion to pre-
cess a random amount, so that|0L〉→ |000〉+eiε(θ2+θ3)|011〉+
eiε(θ1+θ3)|101〉+eiε(θ1+θ2)|110〉where theθ i are random phas-
es andε� 1 is a small parameter indicating the level of phase
noise. A similar expression holds for|1L〉. The error term
is linear in ε , since eiεθ ' 1+ iεθ . To understand the cor-
rection method, re-write the quantum state in terms of the
new basis|0̄〉 ≡ (|0〉+ |1〉)/

√
2, |1̄〉 ≡ (|0〉−|1〉)/

√
2. Then

one finds |0L〉= |0̄0̄0̄〉+ |1̄1̄1̄〉, |1L〉= |0̄0̄0̄〉−|1̄1̄1̄〉. Now,
phase noise introduces erroneous terms such as|1̄0̄0̄〉 into
the quantum state. We can detect the presence of such terms,
without corrupting the logical qubit, by making measurements
that ask not ‘what is the state of the first ion?’ but rather
‘are the first two ions in the same state?’. Such a measure-
ment is performed by making use of a fourth ion, which
is used as a ‘check bit’. It is prepared in the state|0̄〉, and
then undergoes anXOR operation with the first ion, then
the second. Its state is finally measured in the basis|0̄〉,
|1̄〉, which in practice is done by first rotating the state by
V1/2(−π/2), (15), then measuring in the computational ba-
sis |0〉, |1〉. The other significant measurement in this case is
‘are the first and third ions in the same state?’, for which
another check bit ion may be used, or else the first one
re-used.

After the check bit measurements have been completed,
one has gathered some information about the noise in the
system, but none about the original logical state (i.e. the values
of the coefficientsa and b). In addition, the measurements
force the system into a state that is either noise-free, or related
to the noise-free state by a rotationσ z≡ |0〉〈0|−|1〉〈1| of one
ion. In the latter case, the measurement results indicate which
ion must be rotated, so the state can be corrected by applying
V1(0)V1(π/2) =−iσ z to the relevant ion.

The above sequence of logical operations and measure-
ments is not guaranteed to correct the state, but yields in this
case a final state in which the noise terms are second order
rather than first order inε [66]. Thus, we have gained a less
noisy final state as long asε is small. Even this simplest case is
quite impressive, suppressing the noise by two orders of mag-
nitude whenε ' 0.01. However, more advanced encodings
achieve an even more powerful stabilisation without great-
ly increasing the complexity of the corrective procedure. In
addition, the more general methods are not restricted to correc-
tion of phase noise only. A general quantum error correcting
code (QECC) can be paramatrised in terms of the numberK
of information qubits ‘encoded’, the numberN of physical
two-state systems used, and the degree of noise suppression
achieved. A QECC is called a “t-error-correcting” code if it
can be used to restore the encoded state after up tot of theN
systems have had arbitrary errors (i.e. state changes and entan-
glement of any type and size). In practice, noise will typically
cause small errors in all the systems, rather than large errors
in a few. If the erroneous terms in the density matrix are of
orderε before correction, then at-error-correcting code suc-
cessfully corrects all terms up to ordert in ε , so the noise is
reduced toO(ε t+1) [65–67]. The power of the method aris-
es from the following, at first sight astonishing, result: the
‘scale-up’N/K required to implement QEC remains bounded
ast→∞.
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Quantum error correction can usefully be compared and
contrasted with the more simple ‘watchdog’ or ‘quantum
Zeno effect’ idea which preceded it [68]. If a system is
repeatedly measured, it will repeatedly collapse onto the meas-
urement basis. This can be used to suppress any tendency of
a system to precess away from the initially measured state,
and such a suppression is called the watchdog or quantum
Zeno effect. In the present context, the precession is caused
by some ‘error’ HamiltonianHe. The Zeno effect occurs
if many measurements can be applied within a timet suf-
ficiently small that1−|〈φ|exp(−iHet/~) |φ〉|2 ∝ t2. In such
a case, ifm measurements are made during a time inter-
val ∆t, the probability the system is found in a state other
than its initial state|φ〉 is proportional tom(∆t/m)2, which
tends to zero asm→∞. For our present purposes, we do
not wish to preserve the quantum computer in a particular
state, but rather in a particular part of Hilbert space, which
can be achieved with a generalised version of the Zeno ef-
fect [69]. There is thus some similarity with quantum error
correction, only now if the system leaves the right part of
Hilbert space, there is no corrective procedure. As a result
the stabilisation is much less powerful than that of QEC, and
is almost certainly useless for a quantum computer. This is
because errors in a quantum computer will occur primarily
during the action of the logic gates, and it is unlikely that the
measurement necessary for a Zeno effect in the special sub-
Hilbert space could be made repeatedly during the action of
a gate.

By contrast with the Zeno effect, quantum error correc-
tion allows a finite error term in the system’s density matrix
to accumulate, and corrects it afterwards. This is particular-
ly important to the operation of quantum gates. For example,
a gate between two qubits involves a four-dimensional logi-
cal Hilbert space. To allow error correction, we must ensure
that at no point is the whole action of this gate concentrat-
ed into a four-dimensional physical Hilbert space. This can
be done as follows. Suppose each qubit in the QC is en-
coded into two physical two-state systems. A gateU(a,b)
between two such encoded qubitsa,b can then be applied
in four stepsU(a,b) = u(a2,b1) ·u(a1,b2) ·u(a2,b2) ·u(a1,b1),
where the operatorsu are gates between a pair of two-state
systems, and{a1,a2},{b1,b2} are the sets of two-state sys-
tems storing qubitsa andb. The important point is that error
correction can be appliedbetweenthe fouru operations. At no
stage is any quantum information stored in a physical Hilbert
space only just large enough to hold it, neither is any gate
U carried out in a single step. The proper combination of
these features so as to allow stabilisation has been dubbed
‘fault tolerance’ [72–74]. It is found that overall stability can
be achieved even when every operation is noisy, including
those involved in the corrective procedure. This is under active
investigation.

Quantum error correction was initially discussed with
a general model of error processes in the quantum computer, in
order to show that almost any imaginable error process might
in principle be corrected by such techniques [65, 66, 70, 71].
Subsequently, a technique specifically adapted to the vibra-
tional noise in an ion trap was proposed [75]. In this proposal,
the Hilbert space is enlarged by making use of four internal
states in each ion to store each qubit in the quantum com-
putation. This enables a two-qubit gate to be carried out in
four steps as outlined above. Next, we require a method of de-

tecting and correcting the most likely errors in the vibrational
state. This is done by using the first (n = 0) and fourth (n = 3)
vibrational states,|0,0,0, . . .〉 and |3,0,0, . . .〉, instead of the
first two, to store the ‘bus’ qubit. The vibrational quantum
numbern is measured whenever it should be0, by swapping
the phonon state with the state of additional ions introduced
for the purpose, and probing them. Ifn is found to be1,
then corrective measures are applied based on the assumption
that a single jump upwards fromn = 0 occured, the details
are given in [75]. Ifn is found to be2 or 4, then corrective
measures are applied based on the assumption that a single
jump down or up fromn = 3 occured. Ifn is found to be0
as it should be, a corrective measure is still required to al-
low for the difference between such conditional evolution and
the unitary evolution without jumps. This procedure enables
single jumps up or down the ladder of vibrational levels to
be corrected. Since these will be the most likely errors (at
a sufficient degree of isolation from the environment), the
effect overall is to stabilise the QC. In this case the figure
of merit Q is roughly squared (whereQ counts the possible
number of logical gatesU, not subgatesu)—a remarkable
enhancement.

The above procedure makes allowance for the fact that
errors cause the vibrational state to explore a Hilbert space
of more than two dimensions, so in the language of quan-
tum information, the bus size is larger than a single qubit,
though the bus is still only used to store a single logical qubit.
The bus could be made larger still by using higher excitations
of the fundamental normal mode, or by using higher-order
normal modes. This should allow more powerful error cor-
rection, and hence further increases inQ. The basic theory of
error correction gives hope that such increases inQ can be
dramatic [65, 66, 72].

Error correction should not be regarded as a device merely
of interest to quantum computers. Rather, it is a powerful
method of enforcing coherent evolution on a quantum system
that would otherwise be dissipative. Such a capability may
be useful for quite general situations in which stability is
important, for example in low-noise electronic circuits, and
frequency standards. This may prove to be an area in which
quantum information theory has provided a useful tool for
other branches of physics.

8 Conclusion

Let us summarise the main avenues for future work involving
the ion trap quantum information processor.

One of the basic aims of quantum information theory is to
link abstract ideas on the nature of information with the laws
of physics. The ion trap provides a means of establishing this
link in a complete and concrete way. This will set the theory
on a more firm basis.

An important task in the theory of quantum computation
is that of identifying efficient multiple-qubit quantum gates.
So far, it has been assumed that the efficient gates are those
that can be divided into a set of sufficiently few two-qubit
gates. However, a system like the ion trap may allow par-
ticular unitary transformations to be carried out efficiently
without dividing them into many two-qubit operations. An
investigation of this should be fruitful.
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The principle of operation of the ion trap that we have de-
scribed made use of various approximations whose influence
on long quantum computations has yet to be analysed. For ex-
ample, any given laser pulse on an ion will involve off-resonant
stimulation of transitions other than the specific transition the
pulse is designed to drive. Such effects may be unwanted, but
their influence is unitary and accurately predictable. It would
be interesting to investigate whether these effects can be taken
into account in designing the sequence of laser pulses, so that
they do not need to be corrected, or whether we are forced to
regard them as errors.

Quantum computation will certainly require error correc-
tion if it is ever to be useful for computational purposes. The
ion trap provides a guide to the specific type of error correc-
tion likely to be required in the future. The basic tools of error
correction are now fairly well understood, but there is much
work to be done in bringing them to bear on the ion trap. In ad-
ditition, these ideas may offer significant advantages for other
uses of the ion trap, such as frequency and mass standards;
this should be explored.

Error correction only works once the level of noise in
the trap is brought sufficiently low by careful construction
and isolation. Experimental ion trap systems must be made
much more stable than they are at present before they can take
advantage of error correction of multiple errors among many
qubits. This is not just a question of technology, but also of
a better understanding of the noise processes, especially the
influence of electrical noise in the electrodes providing axial
confinement. The most immediate experimental challenge is
to cool a many-ion crystal to the motional ground state.
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