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Abstract. An introductory review of the linear ion trap is intended, and as a result it will not be possible to do justice
given, with particular regard to its use for quantum informatiorto the efforts of the many people who brought the experi-
processing. The discussion aims to bring together ideas frommental and theoretical programmes to their present state of
information theory and experimental ion trapping, to provideaccomplishment.

a resource to workers unfamiliar with one or the other ofthese The plan of the article is as follows. In Sect. 1 the con-
subjects. Itis shown that information theory provides valuablecepts of quantum information processing are introduced. In
concepts for the experimental use of ion traps, especially err@ect. 2 the general requirements for realising an experimen-
correction, and conversely the ion trap provides a valuabléal processor, making use of a ‘universal’ set of quantum logic
link between information theory and physics, with attendangates, are described. In Sect. 3 the linear ion trap is considered
physical insights. Example parameters are given for the cases a system in which these ideas can be applied. A physical
of calcium ions. Passive stabilisation will allow about 200process by which quantum logic gates may be applied in an
computing operations on 10 ions; with error correction thision trap is described in detail. Limitations on the size of the

can be greatly extended. processor (number of quantum bits) and speed of operation
(‘switching rate”) are discussed. In Sects. 4 and 5 the main ex-
PACS42.50.Vk; 89.70.+c; 32.80.Pj perimental techniques required to realise the ion trap processor

in the lab are discussed; these are laser cooling of the ions,
and low-noise generation of the correct direct current (dc) and
This paper is a contribution to the rapidly developing fieldradio frequency (rf) voltages for the trap electrodes, as well
of quantum information theory and experiment. Quantum in-as a good choice of electrode design. In Sect. 6 we begin to
formation is an interdisciplinary subject, in which computerestablish definite values for the experimental parameters, by
scientists and other experts in the theory of classical informaconsidering specific candidate ions to which the methods can
tion and computing are not necessarily familiar with quantunbe applied. Example values are given for the singly-charged
mechanics, and physicists and other experts in quantum theocglcium ion. In Sect. 7 experimental limitations such as un-
are not necessarily familiar with information theory. Fur- wanted heating of the ion motion are discussed. This leads to
thermore, whereas the field has enjoyed a rich theoretican estimate for the maximum number of unitary operations
treatment, there is a lack of an experimental basis to undefguantum gates) that could be carried out in the processor
pin the ideas. This is especially significant to the issue of errobefore the coherence of the system is destroyed. It is found
correction, or more generally any stabilisation of a quantunthat for an example case of around 10 ions, a few hundred
computer, which is among the most important unresolved iseperations represents a severe experimental challenge. The
sues in this field. The aim of this paper is to offer an aid touse of quantum error correction to enhance the performance
people from different sides of the subject to understand issués then discussed. This should allow great increases in the
in the other. That is to say, the ideas of quantum informatiomumber of operations, while preserving coherent evolution.
and computing will be introduced to experimental physicists;The conclusion outlines the most important avenues for future
and a particular physical system that might implement quaninvestigation.

tum computing will be described in detail for the benefit of

theoreticians. | hope to give sufficient information to form

more or less a ‘blueprint’ for the type of quantum information1 Quantum information and computing

processor currently achievable in the lab, highlighting the var-

ious experimental problems involved. The discussion is likeQuantum information theory is concerned with understand-
a review in that it brings together the work of other authorsing the properties of quantum mechanics from an information
rather than provides much original material. However, an extheoretic point of view. This turns out to be a very fruitful
haustive review of the wide range of subjects involved is notapproach, and leads naturally to the idea of information pro-
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cessing or computing, so that one poses the question “what aese computer’, the large-scale interference necessary for paral-
the possibilities for, and the limitations of, information pro- lel quantum computing (see below) may always be destroyed
cessing in a physical system governed by the laws of quantuin practice, owing to the sensitivity of such interference to de-
mechanics?” A good deal of theoretical insight into this quescoherence. For this reason, the more modest term ‘information
tion has been gained; introductory discussions may be founprocessor’ is used here as much as possible. The ‘processing’
in [3, 4, 8, 24]. For instance, it is possible to identify a smallmight consist of quite simple manipulations, such as allowing
set of ‘building blocks’; if they could be realised and many of one qubit to interact with another, followed by a measurement
them combined, a ‘universal quantum computer’ could be conef the state of the second qubit. Even such a simple operation
structed. The computer is ‘universal’ in the sense that it couldhas a practical use, since it can be used for error detection at
simulate, by its computations, the action of any other comthe receiving end of a quantum communication channel, lead-
puter, and so is more or less equal to or better than any oth@rg to the possibility of secure quantum key distribution for
computer [1]. The phrase ‘more or less equal’ has a technieryptography [9—11].
cal definition which will be elaborated in Sect. 3.3. A specific  Decoherence and dissipation in quantum mechanics is
set of such building blocks is a set of two-state systems (thin& subject in its own right, and has been discussed since the
of a line of spins), and a simple unitary interaction that carbirth of quantum theory. Recent reviews and references may
be applied at will to any chosen small set of these two-statbe found in [12—14]. Its impact on quantum computers in par-
systems [2, 3]. In this context it is useful to describe the interticular has been considered [15-17], and will be taken into
action in terms of its propagator= exp(iH 4t /%) rather than  account in Sect. 7.
its HamiltonianH . HereAt is some finite interval of time (one Let us temporarily neglect decoherence and all sources of
‘clock period’ in computing terminology) at the end of which experimental imprecision, and suppose that we are able to pre-
the propagator has had just the effect desired on the computgrare a quantum system, of, say, two hundred qubits, and drive
After this time the interactiomd falls to zero (is turned off). it through any prescribed evolution. Such an experimental ap-
Such a propagator is referred to as a ‘gate’, by analogy witlparatus would be able to address many interesting questions
a logic gate in a classical computer. in physics, but let us concentrate on questions of information
For quantum information processing, these requirementgrocessing. Can such a system perform information process-
may be summed up as the need for a system (‘quantum conmg in new (and hopefully powerful) ways? That is, in ways
puter’ or QC) with a Hilbert space of sufficient numb8&;,  which are ruled out foanycomputer based on standard bina-
of dimensions, over which you have complete experimentaty logic bits 0 and 1, rather than quantum states, i.e. qubits?
control. That is, you can tell your system to go from any of The answer to this questionygs Exactly what is the essence
its states to any other, without uncontrollable error processesf quantum, as opposed to classical, information processing
such as relaxation and decoherence. Also, one must be ableisostill not fully clear, but it appears to depend on quantum
prepare the initial state and measure the final state. superposition, entanglement, and interference. It would make
It is usual to consider a Hilbert space whose number ofhis paper too long to devote much space to this lengthy sub-
dimensions is a power of 2, i.® = 2X, in which case we ject; the reader is referred to [3, 4, 24]. However, a few words
say we have a system Kf quantum bits or ‘qubits’. Exam- are in order.
ples of qubits are the spin state of an electron (2 orthogonal A classical computeris given an input, which we can imag-
states and so a single qubit) the polarization state of a photane without loss of generality to be a binary numbef
(a single qubit), and the internal state of an atom having twalgorithm A prescribes various operations to be performed,
energy levels of total spift and2 (8 states and so 3 qubits). resulting in an outpuf\(x). In the course of the computation,
Although these are all equivalent from the point of view of thethe computer uses an internal memory in which intermedi-
properties of Hilbert space, they are very different from theate results are stored, typically requiring more memory space
point of view of experimental implementation. The use of thethan would be needed to store justr A(x) alone.
word ‘qubit’ rather than ‘two-state system’ emphasizes this  Similarly, a quantum computer is prepared in an input state
equivalence between otherwise very different quantum sysx), and driven towards an output stg#(x)) (the notation
tems. In fact, the idea of a qubit has further significance, sincadopted here is slightly over-simplified, but this will not affect
it can be shown [5, 6] that the essential properties of any quarthe point | wish to make). A feature of a quantum computer is
tum state of any system can be transposed (by interactioribat in the course of the computation, superposition states such
allowed by the laws of physics) into the properties of a finiteas|y) +|2) are involved. Itis significant that here the quantum
set of qubits and back again [7]. The important point is thaistate ‘stores’, after a certain fashidmothvaluesy andz, with-
the average number of qubits required to do this is equal to theut using any more physical resources than those required to
von Neumann entropy of the initial state (“quantum noiselesstore eithely or zalone. However, the same could be said for
coding theorem”, also referred to as “quantum data compreghe idea of using classical fields for information storage (for
sion” [8]). Therefore the qubit gives a measurardbrmation  example in a hologram): they also can support superposition.
content in quantum systems, and is thus the correct quantuiirhe quantum comguter has a further subtlety. With 200 qubits,
equivalent of the classical bit. there are in tota??® dimensions in Hilbert space. This means
With the invention of a new word for the quantum two-statethat a 200-qubit computer can store, in a quantum superpo-
system accepted, there is justified resistance to the adopition of mutually orthogonal stateg?® different numbers.
tion of the terms ‘computer’ and ‘computing’ to describe the The important point is that this is huge effective storage
larger quantum systems with which we are concerned. This ispace: it would be quite impossible to manipulate holograms
because it is an open question whether a true quantum ‘coner classical fields with this number of elements, or indeed to
puter’ could ever function, since once the physical systenbuild an electronic computer with this size of memory (even
has sufficient degrees of freedom to be meaningfully calledvith one atom per memory bit, there are not sufficient atoms
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in the whole of the Earth!). The next point is that a single2 Minimum requirements for quantum information
operatoiJ applied to a system in such a superposition will processing
evolve all elements of the superpositeimultaneouslyge ) )
U(ly)+|2))= U]y)+U|2). These properties together are re-It can be shown [20] that to produce arbitrary unitary trans-
ferred to agjuantum parallelismThey hint at the possibility formations of the state of a set of qubits, which is what one
ofa huge Speed-up in execution time for We”-designed quan\NantS for |nfprmat|0n proce_SSIn_g, it is sufficient to be able to
tum algorithms, compared to anything possible on a C|assicgnrOQU9e arbitrary rotations in Hilbert space of any individual
computer. Itis significant also that such exponentially large stAubit, i.e. the propagator
perpositions can be produced in the quantum computer’s state o
by means of a managable number (here, 200) of rotations @&p(_ig. g /2)— ( _cos(6/2) —e ws”(9/2)> 1
ame : atlo p(-i8-0/2) , D
the states of individual qubits, so the large superposition is not e?sin(6/2) cos(6/2)
bought at the cost of large numbers of operations to produce it. ) ,
There is a drawback, however. The final result of an al2nd to be able to carry out the ‘controlled-rotation’ operation
gorithm is a single number, n@® different numbers, so CROT = |00)(00]+[01)(01]+[10)(10|—|11)(11| between any
we require our quantum algorithm to be able to bring to-Pair of qubits. The notation used here is standarq, the|_B¢ts
gether its huge number of intermediate results. This relies oind |1) refer to two orthogonal states of a qubit. This ba-
quantum interference. The difficulty of implementing quan-SIS 1S (eferred to as the qomputatlonal basis’, since this 'alds
tum computation comes down to the fact that we rely orin designing useful algorithms for the QC. From a physical
an interference among a huge number of different stateoint of view, it is useful to take_ the computational bagls
but such interferences are very sensitive to experimentd Pe the ground and excited eigenstates of the Hamilto-
imprecision. nian of the relevent two-level system, though this is by no
If a computational task can be framed in such a wayM€ans required and any basis will serve. States sugblas
as to take advantage of quantum parallelism, and prcd'e product statefd) = [0)®| 1) where the first ket refers
duce an output that depends on a quantum interferend® On€ qubit, and the second to another. For our purpos-
between the exponentially large number of intermediate re€S the qubits will always be distinguishable so we do not
sults, then a great speed-up in execution time is obtained€ed to worry about the symmetry of the states (with re-

compared to any computer that cannot use such metho@®€ct to exchange of particles) and any related quantum

(.e. any classical computer). A computational task thaftatistics. , o .
is particularly amenable to this approach is that of find- ASmentioned previously, an operation li€ROT is a prop-

ing the period of a function that is simple to evaluate,@dator acting on the state of a pair of qubits. In matrix form it
but whose period is very long, and cannot be deduceéf Wrtten

by any quicker means than evaluating the function on 1

many inputs. It was by reducing the task of factorising 1

a large integer to this form that Shor showed that an idedVcroT = 1 (2)
quantum computer can solve the important factorisation 1

problem [18].

Algorithms like that of Shor represent an importantinsightiy the basis|00),|01),|10),|11), where matrix elements that
into the nature of quantum mechanics, but it must be remarkegie zero have not been written. The appellation ‘controlled
that the existence of such an algorithm does not in itself implyotation’ comes from the fact that if the first qubit is in the
that a quantum computer capable of running it can be builtatel0), croT has no effect, whereas if the first qubit is in the
since in the discussion above we temporarily neglected X%state|1), CROT rotates the state of the second by the Pali
perimental imprecision and decoherence. An interesting poirdperator.
thus emerges: does nature actually prevent the realisation of The two operators just described form a universal set,
efficient quantum algorithms like Shor's, not directly, but via yhich means that any possible unitary transformation can be
the ‘back door’ of decoherence? If one chooses any systeRried out on a set of qubits by repeated use of these operators
that might support quantum computation, and makes reasogy ‘quantum gates’, applied to different qubits [20]. Another

able estimates of the rate of decoherence, through thermaghmmonly considered quantum gate is the ‘controlled not’ or
effects, spontaneous emission, or experimental imprecisiofeyclusive or’ (XOR) gate

a rough calculation will show that Shor’s algorithm cannot

succeed on interesting cases, i.e. factorising large numbers 1

(> 1099, This has been emphasised by Haroche and Raj- 1

mond [19]. However, a two-fold attack is underway on thisUxor = R E 3)
problem. First, one may search for simpler quantum algo- 10

rithms, by which even a small quantum computer, of, say, 25

qubits, might run important computations. This search is s@ee also (16). This gate has no effect if the first qubit is in
far unfruitful, but it is interesting to note that 25 qubits is the state0), but applies aNnOT operation §x Pauli spin op-
currently the limit on the size of a quantum system that carerator) to the second qubit if the first is in the stéti&h

be thoroughly simulated by classical computers. Second, orthe computational basis, this means that the state of the sec-
may seek ways to make the quantum computer more robusind qubit becomes theor of the two input qubit values. We
Here there has been considerable success, based on the itlase introducedtROT beforeXxoRr in this discussion, going

of quantum error correctior]65—67,70—72]. This is a new against standard practice, because we shall see laterbat
concept, which will be discussed in Sect. 7.1. is easier to implement in an ion trap.
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It should be emphasised that this model in terms of quanvelopments in solid-state physics may overtake us, and one
tum gates operating on quantum bits is by no means the onishould bear this in mind. It is not easy to couple the quan-
way to think about quantum computation, but is the way thatum information out of an ion trap system (i.e. in the form
is best understood at present, and is certainly very powerfubf qubits, not classical measurements), which is important for
The next most studied model is currently that of cellular au-quantum communication. In this regard the approach based
tomata [21], but the field is still young and further models will on strong coupling between an atom and a cavity mode ap-
no doubt be developed in the future. pears more useful, since there a bit of quantum information

A further simplification of the physical construction of could in principle be transferred into the polarisation state of
a quantum computer is as follows. Instead of seeking a mearsphoton, which then leaves the system in a chosen direction
to carry outcrROT between any pair of qubits directly, it is (a ‘flying qubit’) [27]. However, such ideas could be applied
sufficient to have one special qubit that can undeogoT  to trapped ions, making a form of hybrid processor, so the ion
with any of the others. This special qubit acts as a one-bitrap system remains an interesting candidate even for quantum
‘bus’to carry quantum information around the computer, mak-communication purposes.
ing repeated use of th@vAP operation/00) (00| + |10) (01| +
|01)(10]+|11)(11|. To carry OUtCROT between any pair of
qubitsx andy, one makes use of the bus tas follows: 3 lon trap method
CROT(X,y)= SWAP(B,X) - CROT(B,y) - swaP(B,x). The oper-
ation swap can be built out of threexors with the order For reviews and references on ion trapping, see for ex-
of the bits alternatingswap(B,x)= XOR(B,X)-XOR(X,B)-  ample [28—32]. The ion trap system that interests us uses
XOR(B,X). However, in practice this construction is unneces-a line ofN trapped ions. Each ion has two stable or metastable
sarily complicated, sincewaApP can be applied more or less states, for example two hyperfine components of the electron-
directly in most physical implementations. ic ground state (which usually requires an odd isotope), or

The use of a bus bit makes the physical construction ofwo Zeeman sublevels of the ground state, separated by ap-
a quantum information processor much simpler, and indeeglying a magnetic field. The ground state and a metastable
most current proposals use this concept. However, it has thelectronic exited state (e.g. a D state for ions of alkaline earth
major disadvantage that more than one gate (acting on diffeelements) might also be used, but this is a poor choice since
ent sets of qubits) cannot be carried out simultaneously (i.e. ithe laser linewidth and frequency, as well as most of the mir-
parallel), except single qubit rotations. If we accept this limi-rors etc. on the optical bench, will have to be very precisely
tation, the minimum requirement for our processor is arbitrarycontrolled for such an approach to work. There have been op-
rotations of any single qubit, plusROT and swAP between timistic estimates of the computational abilities of an ion trap
the bus qubit and any of the others. This is the minimum set oprocessor, based on the use of such optical transitions, but one
‘computing operations’, in the sense that arbitrary transformashould beware of the lack of realism in such estimates. This
tions can be carried out by means of this small set. Howevewill be discussed more fully once we have seen exactly how
this establishes neither that arbitrary transformations can hie system is intended to operate.
carried ougfficiently nor that they can be carried outithout There areN laser beam pairs, each interacting with one of
uncorrectable errorsboth of which are important additional the ions, (or a single beam which can be directed at will to any
considerations for a computer. We will return to these issueshosen ion), see Fig. 1. Each ion provides one qubit, the two-
in Sects. 3.3and 7.1. dimensional Hilbert space being spanned by two of the ion’s

A further ingredient for quantum information processing internal energy eigenstates. A furthi@t -+ 1)th qubit acts as
is that the result of the process — here the final state of the ‘bus’ enabling the cruci@RroT operations. This qubit is the
guantum system — must be able to be measured without evibrational motion of the whole ion string in the trap potential.
rors. A basis is chosen (typically the eigenbasis of the systerihis motion must be quantised, in other words the ion cloud
Hamiltonian) and a measurement of all the qubits is carriedemperature must be reduced well below the ‘quantum limit’

outin this basis. defined by the axial vibrational frequency in the ion trap:
To make a modest processor (a few qubits) the easiest ap-
proach is probably to use single particles with several internddg T < fiww;. (4)

degrees of freedom. Examples are a spia 2-1—-1/2 in
a magnetic field (say = 7/2 giving 2J+ 1= 8 dimensions  The first major experimental challenge (after making atrap and
and therefor&K = 3 qubits); a molecule or confined particle catching your ions) is to cool the ions down to this quantum
with 2K accessible vibrational states (‘accessible’ in this confegime. Note that the quantum regime for the trapped motion
text means the experimenter can cause computing operationgthe ion isnot related to the “Lamb-Dicke” regime, which
among the states at will). This approach will be interestingwill be considered below. In brief, it will be shown that one
in the short term. However, it is difficult to imagine it being wants to operate well into the quantum regime, but on the
extended in the longer term to enable the realisation of a réborder of the Lamb—Dicke regime.
ally interesting processor with hundreds of qubits. Also, itis  Sofarthe quantum regime has been achieved only for a sin-
not clear how to apply arbitrary operations to a single pargle ion of either mercury in two dimensions [36] or beryllium
ticle (spin, molecule) with an evenly spaced ladder of energyn three dimensions [37]. Both experiments used optical side-
levels, owing to level degeneracies in the interaction picture band cooling in the resolved-sideband (tight-trapping) limit.
There are now several proposed physical systems thathis and other possible cooling techniques will be discussed.
might one day make a quantum computer [22—26]. We willTraps for neutral atoms have also attained the motional ground
concentrate on the system of a line of ions in an ion trap, sincetate, most spectacularly in the case of Bose Einstein conden-
it appears to be the most promising at present. However, deation [39], but also in optical lattices [40]. These systems
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oneion can be at the centre of the trap potential. Away from the
centre, ions undergo rf micromotion and this causes heating
if there is more than one ion, owing to collisions (Coulomb
repulsion) which force the micromotion out of quadrature
with the rf field. To avoid this, one must use a linear or ring
geometry. The confinement along the axis is then either due
to a static field from end cap electrodes (linear case), or to
repulsion between ions combined with their confinement to
aring shape. In this case, only radial micromotion is present,
but this vanishes for all the ions if they lie along the axis at
the centre of the radial potential, so rf heating is avoided. The
” ring case must imply a small micromotion tangential to the
ring, since the tangential and radial confinement can not be
i completely decoupled, but as far as | know this has not yet
been found to be a problem.

NN )

NN

3.1 Average motion

N

v \\ We will model a row ofN ions in a trap as a system of
S— \ N point charges in a harmonic potential well of tight radial
confinement, i.ewy,wy > w,; see Fig. 2. The oscillation fre-
v N quencieswy,wy, andw, are parameters that will be obtained
\ from the electrode geometry and potentials in Sect. 5. The
/ total Hamiltonian is
+
/v ~ l\

S 1 2 72 52 ISi2
H :i;EM <w§>q + WP + w5 Z] +W>

2 (5)

N
|< 2.5 mm >| +i;;4HEO|R_Rj|'

Fig. 1. Experimental arrangement. A line of three ions sits between cylin- . .

drical electrodes, here seen sideways on. Pairs of laser beams excite Rantdl @x,(y > wz and at low temperatures, the ions all lie along
transitions, which impart momentum changes to the ions along the axial dthe z axis, so we can takgR —Rj| ~ |Z; —Zj|, and the radial
rection of the trap. The double-ended arrow indicates the direction of thand axial motion can be separated. The axial motion interests

resulting oscillations, it can be regarded as a pictorial representation of tklges so the problem is one-dimensional. A Iength scaleis given
fourth ‘qubit’ in the system (see text, Sect. 3.2). The electrodes are split i’

order to allow a constant voltage to be applied between their ends, so that
axial potential minimum occurs in the region where the long electrode seg-
ments overlap. Radial confinement is provided by alternating voltages (see < e )1/3

text, Sect. 5) %= W
z

(6)

do not (at present) provide full control of individual atoms
and interactions between pairs, so we will not discuss themr
However, they lend further weight to the impression that it is
in atomic physics and quantum optics, rather than solid-stal
devices, that quantum information processing will be mos 2
fruitful in the immediate future.

To getto the quantumregime, it appearsto be neccessaryi.s

use a Paul rather than Penning trap, since rf technology allov “‘“ 0
tighter confinementthan does high-magnetic-fielc_itechnologj 1 wm%%
Therefore only the Paul trap (rf trap) will be considered from &M@%@%II,IIII;%

now on, although we may permit ourselves to add a magnet
field if we wish, for some other reason such as to enhanc
the stability or split the Zeeman levels. In any case, tighte .
confinement enables a faster ‘switching-time’ for quantun o
gates such asROT, so, as a general rule, tight traps are the 30
best option, though there are some qualifications to this rule
which are discussed in Sect. 3.4.

Note that if several ions are in a three-dimensional rf traf 0 o

of Stanqard geometry (with the rf V(?ltage b.etween end capsg. 2. schematic llustration showing an anisotropic harmonic potential with
and a ring), then matters are complicated since no more thaiie positions of three trapped ions indicated

\ ‘a" !
N\l
N\
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The lowest mode of oscillation corresponds to harmonic
10p+ * L R * * motion of the centre of mass of the ion string. In this mode,
ol . . N . . . all the ions move to and fro together. It is important that the
frequency of this mode is significantly different from that of
8 * o * * * any other mode, since this means that experimentally one can
7t + + + + + + + ; excite the centre-of-mass mode without exciting any of the
ol . . . . . others.
= We can now proceed directly to a quantum mechanical
5f * * * * + 1 treatment, simply by treating the centre-of-mass coordinate
al . . . Zcm as a harmonic oscillator. The classical result that the
centre-of-mass normal mode has frequesmgyemains valid
3r * * * l even though the ion wavefunctions may now overlap, since all
2t + ] the internal interactions among the ions cancel when one cal-
Wt . culates the centre-of-mass motion. Since we have an oscillator
of massNM and frequencw;, the energy eigenfunctions are
D I T R .
z NMw, \¥*
Fig. 3.Equilibrium positions for a line of point charges in a quadratic potential,wn (Zcm) B <nh22“(n!)2> Hn (Zcm N sz/h) 7)
asa function of the number of chargls The positions are in units @ ~NMaw,22,/2h
defined by (6). The curve is Eq. (9) X e meee,
The spatial extent of the Gaussian ground state probability
distribution is indicated by its standard deviation
10 + + + + + + + + + +
] 3 + + + + + + + + + E Azem = V h/ZN Mw; . (8)
8r * ooy s T Since we want a different laser beam to be able to address
71 . e s e e s ) each of the ions, we requidz, to be small compared to
the separation between ions. The closest ions are those at
> o oty the centre of the line. A numerical solution of (5) yields the
5t + e s following formula for the separation of the central ions:
vt Dzomin ~ 2.02N 057, 9)
3F + + +
ol . . l This formula is plotted forN < 10 in Fig. 3. An approx-
imate analytical treatment foN > 1 does not predict
r * a power-law dependence ofizy, on N, but rather
05 - x * n - 3 ] AZpin o z5(log(N) /N?)1/3 [42]. However, (9) is more accu-
frequency rate for N < 10 and remains accurate for the range Nf

Fig. 4. Normal mode frequencies for a line of point charges in a quadraticmat interests us (up to, say,= 1000). SettingAzem < Azmin

potential, as a function of the number of chargesThe frequencies are in  YI€ldS

units ofw, )

w, 32N [ ¢ 21 (186

M < 3 (4n£o> ~ 2.4 x 10 N~*° Hz/u, (20)
which is of the order of the separation between the ionsvhere u is the atomic mass uriit66057x 10-27kg. This
(typically 10 to 100pm). Solving the classical equations condition is easily fulfilled in practice, witly, no greater than
of motion (i.e. the operatorg, P, become classical vari- aGHz andM between 9 an@00 u Therefore it is legitimate
ablesz p,), one obtains the equilibrium positions shownto picture the ions as strung outin a line, each sitting in a small
in Fig. 3. With more than two trapped ions, the outer ionswavepacket centred at its classical equilibrium position, not
tend to push the inner ones closer together, so the ion paverlapping the others. Note that (10) does not guarantee that
sitions depend orN [see (9)]. Remarkably, however, the the ions are sufficiently separated to be addressed by different
frequencies of the first two normal modes of oscillation aboutaser beams, only that their wavefunctions do not overlap.
these equilibrium positions are independentNoffor small In the above, it was assumed that the radial confinement
oscillations) [25], and those of higher modes are nearly inwas sufficient to cause the ions to lie along #exis, rather
dependent oN. The frequencies of the first two modes arethan form a zigzag or helix about it. The onset of such
w, andv/3w,, and those of higher modes are given approxzigzag modes has been studied numerically [41] and ana-
imately by the list{1, v/3, 1/29/5, 3.051, 3.671, 4.272, lytically [42]. They occur when the ions approach sufficiently
4.864, 5.443, 6.0136.576}, which gives the frequency of closely that the local potential minimum at the position of an
the highest mode, in units @f,, for N =1 to 10. The near ion on thez axis becomes a saddle point. For a string of ions
independence o of the mode frequencies is illustrated uniformly spaced bylz (which is not the case in our harmon-
by Fig. 4. ic trap), the transition from a line to a zigzag occurs when
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w? ~ 4.2072(zs/Az)3w? [43], where we have taken the case as indicated on Fig. 5. Note that all these levels are low-lying,

Wy = Wy = wy. Setting4dz = Azqy, leads to the condition separated from the ground state only by hyperfine and Zee-
man interactions (see Fig. 8), so their natural lifetime against
@ 0.73N086 (11)  spontaneousemission of rf photonsis essentially infinite. Fig-

ure 5 shows the lowest-lying excitations of the second, third,
and fourth normal modes as well as the first, to act as a re-
minder of the location of the closest extraneous levels whose
excitation we wish to avoid. The energy eigenstates of the

for the prevention of zigzig modes. Adrs>> 1, an approximate
analytic treatment yields the condition [42]

wr N vibrational motion may be written g#1,n2,nz,...), where

— > 0.77ﬁ. (12)  then; are the excitations of the various normal modes. Only
Wz o9 the ground stat¢0,0,0,...) and first excited state of the cen-
These numerical and approximate analytic formulae are withiff® ©f masg1,0,0,...) will be involved in the operations we
10% agreement fd < N < 2000. wish to invoke. This centre-of-mass vibrational degree of free-

dom is often referred to somewhat loosely as a ‘phonon’. The
‘computational basis’ consists of the states
3.2 Principle of operation
o . . ) . 0,0)= )
The pr'|nC|pIe of operation qf an ion trap ‘information pro- 0,1) = |[F1,M1) ®11,0,0, ...
cessor’ was described by Cirac and Zoller [25], and the mo _
important elements of such a system were first realised i 0) = |F2,M2) ©[0,0,0, ...
the laboratory by Monroe et al. [44]. Whereas the transi-1,1) = [F2,M2) ®11,0,0, ...
tion operators given by Cirac and Zoller were calculated for
standing-wave excitation of allowed single-photon transitionslt will now be shown how to carry outROT between any
experimentally Monroe et al. employed travelling-wave exci-single ion’s internal state and the bus (phonon) bit, then how
tation of two-photon Raman transitions (cf Figs. 1 and 8). Théo carry out arbitrary rotations of the internal state of an ion,
basic form of the operators is independent of the type of exthen how to carry ouswap between any ion and the bus bit.
citation used, however. The method may be understood byrom the discussion in Sect. 2, these three operations form
reference to Fig. 5, which shows the relevant energy levels fa universal set and so allow arbitrary transformations of the
one of the ions in the trap. We consider three of the ion’s interstored qubits in the processor.
nal energy eigenstatés;,M1), |F2,Mz) and|Faux, Maux), and The auxillary stateslauxi) = |Faux,Maux) ®i,0,0,...)
various excitations of the centre-of-mass motion. Theion’sin{i = 0,1) are available as a kind of ‘shelf’ by means of
ternal energy levels are separated in frequenaydgndw,,x ~ Which useful state-selective transformations can be carried
out among the computational basis states. If one applies ra-
diation at the frequencyaux+ w;, then inspection of Fig. 5
will reveal that only transitions betweéh 1) and|aux0) will
take place (if we assume that unwanted levels sudi,as
are unoccupied) If one applies &7 pulse at this frequency,
\ then the statél, 1) is rotated througBrrradians, and therefore
simply changes sign. In the computational basis, the effect is
equal to that of therROT operator described in Sect. 2, see (2).
A 2mrpulse at frequenayo— waux— W, also produces a con-
trolled rotation, only now the minus sign appears on the second
o element down the diagonal of the unitary matrix, rather than
on the fourth, causing a sign change of the compofteh}
rather than of1,1). This case will be called-RoT, the nega-
tion symbol- referring to the fact that here the second qubit
| aux, 1> is rotated if the first is in the stat6) rather tharj1).
Ko, FM Torotate an |on’S|nterr_1aI state vylthout affecting the centre-
[aux,0) T 0,0y — B0 A of-mass motion, one applies radiation of frequemgyif such
’ radiation has phasgwith respect to some defined origin of
FanMax phase, and duration sufficient to makera pulse, then the
Fig. 5. Energy levels and transitions in a single ion significant for information€ffect in the computational basis is
processing with a line of trapped ions. The labelsM indicate different
internal states of the ion. Each internal state has an associated set of vibrational a0 g
levels for each of the vibrational modes. Here, just the ground and first Ieveha!p((o) = ( .- CQS(pIT/Z) —e fﬂsn(pn/Z)) & (10> )
of the lowest mode (spacing;), are shown in the main diagram, and the —|e4"sm(pn/2) COS(plT/Z) jon 01 cm
insert shows the further low-lying vibrational levels whose excitation we (14)
wish to avoid. The full arrows indicate transitions at frequenaigs w, and
Waux+ Wz, Which are u_se_d in thevv_AP(,if) andcRoT operations described in S E— - _ _
the text. Note that radiation at a given frequency couples not only the levels aCirac and Zoller originally proposed to produce the selective effect of this
the two ends of the relevant arrow on the diagram, but also other pairs of levetsRoToperation by means of a chosen laser polarisation rather than frequency.
with the same difference of vibrational quantum number. The figure showslowever, frequencies can be experimentally discriminated more precisely

waux to be of the same order ag, because this is what typically occurs when than polarisations, which explains why Monroe et al. chose to use a frequency-
alkali-like ions are used. The vibrational frequency is smallgr;x 1000w, selective rather than polarisation-selective method.

IF1,M1) ®0,0,0,...
' (13)

e~~~

<
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where we have followed the notation of [25], but ugeth- The transition at frequenayp — w; is indicated on Fig. 5.
stead ok to avoid confusion with the wave vector. Note that A moment’s reflection allows one to convince oneself that
to apply such rotations succesfully, it is necessary to have thes long as there is no population in tffel) state (nor in
phase of the radiation under experimental control. That mearextraneous states such [82)), application of this radiation
under control at the position of the ion, not just in some stawill cause only transitions betweéh0) and|0,1), and hence
ble reference cavity. This constitutes a severe experimentalswAP operation is available between the bus qubit and any
constraint, which makes computational basis states separatether. Applying go7 pulse at phasg and frequencyy — w;,

by radio frequencies highly advantageous compared to stateg obtain the operation

separated by optical frequencies. On the other hand, in order

to have the right phase experimentally, note that one need not 1 0 g 0 x
worry about the continuous precession at frequemaaused  UP(g) = 0 : cos(prr/2) —ie"'?sin(prr/2) x . (A7)
by the internal Hamiltanian of each ion. The laser field keeps 0 —ie'?sin(pr/2) cos(prr/2)
step with this precession, as becomes obvious when one uses 0 0 0 x

the interaction picture, which we have done implicitly in writ- \ here the final column of crosses indicates that an initial state
ing (14). A possible problem arises when different ions haveFl 1) is carried out of the computational basisWj(¢). The
differentinternal energies, owing to residual electric and magéa{sep — 1, that is arr pulse, produces 8wAP operation with
netic fields in the apparatus. However, this particular problem additic;nal—i phase facfor which we will writ&)1(0) =
has a fairly simple experimental solution: since each ionis ads,\p Applying U(0) to ié)n x, followed by C_ROT to
dressed by a different laser beam pair, one can independen} y((||) .e using the frequencz;oo,—w —w) follc;wed by
tune the laser beams driving each ion, by means of acousig g once again o iorx, has the offect of LROT oper-
optic modulators in the beam paths. Such modulators will bﬁtion betweerx andy. Thlat is, CROT(X,y) = SWAP(;)(B,X) -

required in any case to allow the laser beam intensities to b&ROT(B,y) -swap;(B,%), as long as the initial state ®&nd
swncr?ed. . . he ‘bus’ qubit geth® PUs is notl,1). To apply the method, one uses the bus
The centre-of-mass motion acts as the ‘bus qlfb't ,deés a ‘work bit’ that is arranged always to return to stifte
scribed in Sect. 2. To carry oMDR(B,¥), between the ‘bus’ o6 o nerations such Bi¥(¢) are applied, so the quantum
and 'the !nternal state of a single trapped ion, Monroe et aanormation processing can go forward without problém.
applied first &/2 pulse at frequency, So far we have described operations on the ion trap by
1 11 10 means .ofpn pulses_. A C(_)mplimentary techniqqe is.that of
V1/2(_n/2> — ( 11) (01> , (15) adiabatic passage, in which a quantum system is guided from
V2 \~ ion cm one state to another by a strongly perturbing Hamiltonian
) ) applied slowly. For example, instead of swapping one ion’s
followed by cROT as described in the paragraph after (13).internal state with the bus qubit, and then swapping the bus
followed by a secondt/2 pulse atv with phase displaced by  with another ion, one could swap the internal state of two ions
1 with respect to the first,i.e.V1/2(11/2). A straightforward  ‘via’ the bus butwithout ever exciting the first vibrational level.

calculation shows that this sequence produces exactly The details are described for a related system in [26]. This
method has experimental advantages in being insensitive to
1000 features such as the timing and interaction strength. However,
XOR(cm, ion) — 0001 ' (16)  itcanbe more sensitive to off-resonant coupling to other levels,
0010 compared with the pulse technique, and this consideration

0100 led Monroe et al. to favour rf pulses. Bopirr pulses and

adiabatic passage will probably have their uses in a practical

By symmetry, to obtaixoRr(ion, cm), one mightimagine QC (whether based on an ion trap or some other system).
using a similar sequence, but with tig2 pulses applied at The laser pulses described provide the universal set of
frequencyw; so as to affect the vibrational state without af-‘quantum logic gates’ for the linear ion trap. To complete
fecting the internal state. However, the vibrational degree ofhe operation of our processor or QC, we require that the
freedomis not really a two-level system, so this will not workfinal state of the quantum information processor can be meas-
(indeed, it will cause unwanted multiple excitations of theured with high accuracy. This is possible for trapped ions by
vibrational motion). To perforreROT, we made use of atran- means of the ‘electron-shelving’ or ‘quantum-jumps’ tech-
sition at frequencyaux+w;. Note that this relied on the fact nique [28,30,32-34]. That is, one may measure whether
that there was no population in the stieax 1) (whichwould  a given ion is in statéF;,M;) or |F2,Mz) by illuminating
have become coupled {b,2), which is outside the computa- it with radiation resonant with a transition froffi;,M;) to
tional Hilbert space). This illustrates the general method bgome high-lying level, whose linewidth is small enough so
which the vibrational state is influenced: one uses radiation ahat transitions froniF2,M,) are not excited. If fluorescence
afrequency offset from an internal resonance of the io@hy is produced (which may be detected with high efficiency), the
thus coupling levels of vibrational quantum numbers differingon state has collapsed t61,M;), if none is produced, the
by 1. To avoid coupling higher-lying vibrational states, oneion state has collapsed 6,,M,). This method requires that
of the possible initial states must be unoccupied when sucpontaneous decay from the high-lying level|Eg, M) is
a transition is invoked.
——— SIndeed, the bus may even be measured at those times when it should be in
2In fact Monroe et al. state that they uséti?(77/2) for the first pulse, and  the ground staté0), producing a slight stabilisation or error detection; see

V/2(—g/2) for the third, producingcor with an additional rotation of the ~ Sect. 7.1. In the ion trap, however, one can only thus measure the vibrational
centre-of-mass state. state by first swapping it with the internal state of a prepared ion.
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forbidden, which is possible in this case through the angulailo a sequence okOR gates. This implies that a thorough
momentum selection rules for electric dipole radiation. Notaunderstanding of a particular system like the ion trap may
that typically a quantum process may need to be preparetkad to progress in finding efficient networks. The important
run, and measured several times in order to gather more imsight in Cirac and Zoller's construction of tkBroOT gate is
formation about the processor’s final state than is availablthat the method makes usempulses at frequenayayx-+ w;.
from a single measurement of all the qubits. This is relatedn other words, during the implementation of this gate the ions
to the ideas of quantum state tomography, which have recerare deliberately carried out of the computational Hilbert space.
ly been demonstrated in an ion trap experiment (see [35] anéliternatively, one could regard the ‘shelf’ le€layy, Maux) ®
references therein). i,0,0,...) as within the computational Hilbert space, in which
case we have more than one qubit available per ion. Later, in
Sect. 7.1, we will consider using vibrational modes in addition
3.3 Efficient gate sequences to the lowest one in order to have more than one ‘bus’ qubit.

It was shown in the previous section tlt&oT can be applied

to any pair of qubits, and arbitrary rotations of single qubits o

can be carried out. Hence, as explained in Sect. 2, any arbitrafy4 Switching rate

sequence of unitary transformations of the quantum processor ) ) . ) )

can be brought about. However, the most efficient methods willhe previous section showed how the ion trap information pro-

not blindly adopt a simple repetition afRoTs and rotations ~ cessor worked, by invoking radiation of prescribed frequency

to solve any problem. There may be much more efficieng@nd duration in the form girr pulses. The ‘switching rate’ of

methods, by using other possible pulse sequences. Cirac afit¢ processor is limited by the duration of these pulses.

Zoller emphasize this by demonstrating how to apptyRoT Let 2 be the Rabi frequency for resonant excitation of

operation, in which ther, operator is applied to one ion’s the internal transition at frequenay, for a free ion. This

internal state only if other ions are in the statd), using  Will be determined by the linestrength of the transition and

a number of pulses equal Bin—2)+3. This is efficient in the laser power available. For a two-level atom onefas-

that the number rises only linearly withand the multiplying 67771 /ick® where/™ is the linewidth of the transition, is the

factor is small (i.e. 2 rather than 48 as in [45]). intensity of the travelling wave exciting the transition, &gl
Efficiency in computer science has a rigorous definitionthe wavevector. When we consider excitations of the internal

Without the details, the essential point is that if the numbeptate alone of an ion in a trap, i.dn=0 wheren is the

of elementary computational steps (here, quantum gates) rgibrational quantum number, this ‘free ion’ Rabi frequency

quired to complete an algorithm rises exponentially with thestill applies. However, when changes in the vibrational state

size of the input to the algorithm, then the algorithm is ineffi-are involved, i.e. transitions at frequenoy -+ w, producing

cient. The definitions can be made rigorous, which we will non = +1, an additional scaling factatzcmk; appears, where

attemptto do, but essentially each algorithm addresses not od&mis the extent of the ground-state vibrational wave function

instance of a problem, such as to “find the square of 2357”, bigtiven in (8), andk; = kcos(6) is the wavevector component

awhole class of problems, such as, “given an integind its ~ along thez direction. Using (8), we have

square”. The ‘size of the input’ to the algorithm is measured

by the amount of information required to specywhich is 1k? cos(6) 1/2 n

the number of digits in the binary expressiorxpie.log,(X).  AzZemkz = (7) =—=,

A computation is inefficient if the number of steps is expo- 2NMa, VN

nential inlog(x), i.e. is proportional tax. Similarly, a quantum ) ) .

gate involvingn qubits is inefficient if the number of physi- Wheren is the Lamb-Dicke parameter for a single trapped

cal operations, such as laser pulses, required to implementih- In the case of weak excitation, the effective Rabi frequen-

is exponential im (e.g. increases &). The strict definition ¢y for the vibrational-state-changing transitions7i8/v/N,

of the universal computer mentioned in Sect. 1 also involved result that can be interpreted as arising from conservation

this efficiency aspect: when a universal computer simulate@f momentum. The factoy’'N appears because the whole ion

the action of another, the number of operations in the simulgstring movesen massend therefore has an effective mass

tion algorithm must not rise exponentially with the amount of NM (Mdssbauer effect). The Lamb-Dicke parameter can also

information required to define the simulated computer. be written in terms of the recoil energy (energy of recoil of an

Although we emphasised in Sect. 2 that a small set ofon after emission of a single photon)

gates is ‘universal’ in that all unitary transformations can be

composed by them, this doast necessarily imply that they ~ (hk)?

can be used to build the particular transformations we mayR = op

want in an efficient way. In this sense, the word ‘universal’ is

misleading. . iving ) = cos(6) (Er,/hawy) 2.

h So fatr, ”e‘;’voft';f oftquanttcjin: g?rt]es havet behen_de|3|gned i We can now obtain a measure of the switching Ritey
€ most part without regard {0 the exact physical procesginq it as the inverse of the time to bring abompulse

that might underlie them. However, in such an approach it '?n a vibrational-state-changing transition, i.e.
not obvious which gates to call ‘elementary’, since a physical

system like the ion trap may be particularly amenable to some 0
transformations. We have already seenanexample svthe R~ n
gate in the ion trap, which can be carried out without recourse 2my/N

(18)

(19)

(n<VN). (20)
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Outside the Lamb-Dicke linfit(i.e. for 7 > +/N) the ion— ions are involved. For example, to achieve a switching at the
radiation interaction is more or less equivalent to that of a freeecoil frequency, i.eR= Er/2m#, with N =10 ions, (22)
ion, so the facton/+/N no longer applies; it is replaced by impliesw, = 1000Eg/k and 2 = 100Egr/A. To keep the ions
a factor less than or equal to 1. in a straight line, (11) requires; > 5300Er/#% which is very

It was remarked in the previous section that to maintairhard to achieve experimentally.
phase control between (and during) computing operations, There is another problem with increasiagin order to in-
there is a strong advantage in having the transition frequencieseaseR. Whenws is large,7 < +/N, so the transitions that
wo, Waux in the rf to microwave rather than optical region of the do not change the vibrational statén(= 0) are much more
electromagnetic spectrum. However, if the relevant transitionstrongly driven by the laser than those thatde f +1, equa-
are driven directly by microwave radiation, with a frequencytion (20)]. This increases the unwanted off-resonant driving
of the order of the vibrational frequenay, then the Lamb—  of 4n = Otransitions wheuln = -1 transitions are invoked to
Dicke parameter is extremely small (of ordew,/2Mc?)1/2),  perform quantum gates between an ion and the phonon ‘bus’.
so vibrational-state-changing transitions are almost imposzirac et al. [25,57] have emphasized the possibility of using
sible to drive. One way to avoid this would be to make the tratanding-wave rather than travelling-wave excitation to avoid
extremely weak, but this has the disadvantage of making thiis problem, sinceln = 0 transitions are suppressed if the
system sensitive to perturbations and lowering the switchingn is positioned in the node of a standing wave. However, it
rate. Instead, it is better to drive the microwave transitions bynay not be technically feasible to achieve this for more than
Raman scattering at optical frequencies. This combines the ad-few of the ions.
vantage of a large photon momentum and hence strong driving In principle it should be possible to run an ion trap pro-
of vibrational-state-changing transitions, with the possibilitycessor at rates of order, by relaxing the conditio®2 < w,
of accurate phase control since only the phdifferencebe-  and allowing off-resonant transitions, but the simple analysis
tween the pair of laser beams driving a Raman transition neeglven in Sect. 3.2 is then no longer valid. One can no longer
be accurately controlled. The Raman technique was adoptege a two-level model for each transition of the foentre-of-
for these reasons by Monroe et al. [44]. The same reasomass system. The ac (alternative current) Stark effect (light
ing leads to the advantage of Raman scattering for precisshift) will be all-important, and different computational ba-
laser manipulation of free atoms [47, 48]. A clear theoreticabis states will become mixed by the ion-light interaction. The
analysis is provided by [49]. optical Bloch equations remain solvable (numerically if not

The maximum switching rate is dictated by the three fre-analytically), and a detailed analysis should still enable use-
quencies2, w;, andEr/k in a subtle way. If only low laser ful elementary computing operations to be identified. Such an
power is availableQ < w;, then the Rabi frequency limits the analysis is a possible avenue for future work [46].
switching rate and the best choice foyis that which makes

n~+vN,ie.
4 Cooling
»_ COS(O)ER N o1
= hw, (21) To make the quantum information processor described in the

] ) . ) cs;revious sections, the main initial requirements of an experi-
Therefore the recoil energy, given by the choice of ion angnental system are cooling to the quantum regime (4), and
transition, dictates the choice of trap strength, for a giveonfinement to the border of the Lamb—Dicke regime (21).
number of ions. Typical recoil energies for an ion are in therhe jons must be separated by at least several times the laser
regionEg ~ 27h x (10-200) kHz, and traps with this degree \yavelength [see (9)], but this is automatically the case, for
of confinement are now standard. In this situation, increasingmall numbers of trapped ions, since with current technolo-
the number of ions does not affect the switching rate, bugy the jons are always separated by many times the width of
reduces the required trap confinement, making the systegfeir vibrational ground state wavefunction [inequality (10)],
more sensitive to perturbations. _ ___ which is itself approximately equal to the laser wavelength,

If higher Rabi frequencies are available, one’s intuitiongjven that the Lamb—-Dicke parameter is of order 1.
suggests that, becomes the limit on the switching rate, =  syryveys of cooling methods in ion traps are given in [31,
since@ must be less tham; or the power broadening will N0 - 321 For cooling to the quantum regime, there are two possible
longer allow the different vibrational levels to be discriminat- approaches. Either one may cool to the ground state of a tight
ed. However, at high), one hag) < 1 (Lamb-Dicke regime) trap having < 1, then adiabatically open the trapso~ 1,
so the switching rate odn = %1 transitions cannotreaely gy gne may apply cooling to a trap already/gt 1. The
if @ < w,. Placing thead hoclimit Q < @,/10in (20), one  agvantage of the former approach is that one does not require

obtains cooling below the recoil limikg Tk = Er. The advantage of the
1 (Erw,\ Y2 latter is that strong confinement is not necessary, but attaining
— <R_> (22)  the quantum regime with ~ 1 requires sub-recoil cooling.
20 \ RN Cooling to the quantum regime has so far been demon-

The switching rate is thus limited by the geometric averag trated for trapped ions by means of sideband cooling in

e resolved-sideband limit [36,37]. This is described in
of @, andEr/1, and the processor slows down when MOTesect. 4.1 below. However, it may be interesting to pursue

4The Lamb-Dicke limit is the condition that the ions’ motion is confined to other approaches, as discussed in Sect. 4.2 and Sect. 4.3.
aregion small compared to a wavelength of the radiation under consideratior). T.he phy5|ps_of SIdEb.and COOllng IS \./ery cl_osely relate.‘d .tO
Since in the present case the ion string is in the ground state of the traiat mVO_lVed In mformayo.n processing in the ion trap. T!’IIS IS
(quantum regime), the Lamb—-Dicke limit corresponds to small no coincidence, and a similar link will probably be foundin all
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physical implementations of quantum information processingcooling is governed by the following equation [51, 52]:
The relationship is sufficiently close that one may say that

once the goal of laser cooling to the motional ground state isd log KR 2
achieved in any given experimental ion trap, a primitive form'g; (H) = o, z Pn Z (Er —En+ER) |(@nl €7 |¢1)

of quantum information processing can proceed immediately, n (24)
since all the required experimental components will be in x g(w—(Ef—En)/h) ,

place. Conversely, quantum error correction (see Sect. 7.1) is

a special type of ‘cooling’. wherel is the intensity of the incident radiation (a single

travelling wave),og is the resonant photon scattering cross
section & = 27A% = (2m1)3 /k? for a two-level atom)hw, =
hckis the laser photon enerdsy, is the occupation probability
4.1 Sideband cooling of the nth energy level of the vibrational motion, of energy
En = hw,(n+1/2) and wavefunctiony,, [see (7)], andy(w)
Sideband cooling is the name for the simplest type of lases the lineshape function. For a two-level atom,
cooling of a confined ion. The name comes from how the

photon-scattering process looks in the resolved-sideband limit r2ja
(see below). Inthe case of free ions, the corresponding proce8v) = 2. r2/a° (25)
is radiation pressure or Doppler cooling. (W—wo)"+172/

There are several significant frequencies or energies. First,
we have the vibrational frequency in the ion trap potential, The quantityd(H)/dt s the rate of change of the mean to-
w,. Next, we have the radiative width of the transition used tdal energy of the ion, averaged over an absorpspontaneous
do the cooling/". Either a single photon transition is used, in €mission cycle. Since the ion’s internal energy is left un-
which casel” is its natural width (or possibly its broadened changed, this is the rate of change of the mean kinetic energy.
width if another laser is used to broaden a very narrow leveEquation (24) has a simple physical interpretation as a sum
as in [36]), or a stimulated Raman transition is used, in whicl®f energy changes associated with radiative transitions up and
casel” is some combination of the inverse of the duration ofdown the ladder of vibrational energy levels. At the lowest at-
the Raman pulses, and the time for optical pumping out of ontinable temperaturel(H) / dt = 0 and one possible solution
of the states linked by the Raman transition. The physicsin the
Raman case and single-photon case is very similar. The Raman
method is a way of providing a very narrow transition when
oneis not aIreagy avgilable. Igt]also c)(;mbinesthe advantagesdf-?>  1&1> 1e2> [e3>  fedd o5
precise frequency control (in the rf regime) with large photon - -
recoil (optical regime), which permits fast cooling, for the —
same reason that the switching rate for information processing —
is faster (Sect. 3.4). One could instead use an rf or microwave_____ =
transition, but then the cooling would be a lot slower and may
not compete well enough with heating processes.

Laser cooling of atoms is often done quite happily by
using strong, resonant transitions. Indeed, such transitions
are eagerly sought out. Why the talk of narrow transitions in
the previous paragraph? It is because simple Doppler cooling
leads to the well-known Doppler cooling limkg Tp ~ Al /2,

when the recoil energy is small comparedifo (this applies _—
in atrap as well as to free atoms). However, we want to get to S—

the quantum limit (4), so we require —

w;> T (23) e Je1d> a2 (23> |e4d e

Fig. 6. Sideband cooling. A laser excites transitions in which the vibrational
This equation is a further constraint on the performance ofuantum number of a confined ion falls by 1 (or a higher integer). Spontaneous

: s ansitions bring the ion’s internal state back to the ground state, with the
the trap. It says the cooling transition must be narrow enouQI{ifbrational guantum number changing-hy or 0. On average the vibrational

or the trap confinement tight enough, to resolve the motionafyantum number is reduced, until the vibrational ground state is reached.
sidebands in the Lamb-Dicke spectrum. The internal ground and excited states [ajeand |e), and the figure shows

In the resolved sideband limit, radiation pressure coolinghe different vibrational levels spread out horizontally for clarity. When both
is called sideband cooling. A nice way of understanding it ig9 2nd|e) are long lived (for example they may be the computational basis

- . . . states: cf Figures 5 and 8), thg,n) — |e,n—1) transition is driven by ar

to COI’ISIdte It a$ a form of optical pumping toward's the Stat%ulse, U1(0) operator), and the spontaneous transition is a Raman transition
of lowest vibrational quantum number [31]; see Fig. 6. Not&jia an unstable excited state (optical pumping). Note that such experimental
that the recoil after spontaneous emission produces heatirtgehniques are identical to those required for information processing and error
The average change in the vibrational energy per Spontaneo‘E%reCtiO”- To cool a crystal of several ions, it is sufficient for the laser to

. . . i _ interact with only one ion since the Coulomb coupling between ions causes
emission 1S equal to the recoil ener@@z <An> =Er (a par rapid thermalisation of their motional state. However, the coupling between

ticularly clear derivation of this fact may be found in [51]). gifferent normal modes is weaker, so these may need to be cooled separately
For a single trapped ion illuminated by low-intensity light, theby tuning the laser to the various normal mode sideband frequencies
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of (24) is the thermal distribution probes the high-energy part of the distribution of the ion’s
population amongst the quantum states of the trap. The ob-
Ph=(1-9)", (26)  servation of no fluorescence, i.e. a null detection, implies that

the ion’s state has collapsed onto the relatively lower energy
wheresis the Boltzmann factas = exp(—hw,/ksT), and the  part of its initial vibrational distribution. Further such meas-
probability distribution has been normalised. urements provide opportunities for further cooling. On any
At sufficiently low temperatures, all but the lowest energygiven application of this method, the measurement may heat
levels can be ignored in (24). By usikgR= (&' +4), where  or cool the ion, but cooling is more likely and one knows when
algn) = v/N[@n-1), and expanding in powers of the Lamb- it has occurred. This idea is reminiscent of forced evaporative

Dicke parameter, it is a simple matter to obtain cooling (see Sect. 4.3), only here it is applied to the proba-
d £ bility distribution of a single confined particle rather than an
el ~|ga—R —w)— ensemble.

+g(w) +g(w —wy)]} 4.2 Sisyphus cooling

where (n) = S nP, is the ion's mean vibrational quantum
number. Now assumg < w; [inequality (23)] and let the
incident radiation be tuned to the first sideband below reso
anceg = wo—wz, then the cooling limid(H) /dt = Oleads
to a mean vibrational quantum number [52, 53]:

The constraint (23) means that sideband cooling will either be
rslow and therefore not compete well with heating processes,
or will require the use of Raman transitions. We can avoid
I < w; and nevertheless use laser cooling to get close to the
guantum regime, by the use of ‘Sisyphus’ cooling [55, 56].
52 This makes use of optical pumping and optical dipole forces
(n) =~ 1662 (28)  (forces associated with a position-dependent ac Stark shift of
z the atomic energy levels) in a laser standing wave, on an atom
with at least three internal states. When the dipole force is
aused by a position-dependent polarisation of the standing
ave, the cooling is referred to as ‘polarisation gradient cool-
ing’. Theoretical analyses [55—57] have so far concluded that
the lowest temperatures attainable by this method correspond
%0 a mean vibrational quantum numb@) ~ 1, i.e. just on
he border of the regime we require. However, the cooling
te is important as well as the theoretical minimum tempera-

Note that sincén) is proportional to//w;)?, the experimen-
tal constraint (23) will ensure achievement of the quantu
limit (n) < 1. This also justifies our ignoring higher energy
levels in deducing (28).

The above derivation assumed a single direction of prop
gation for the cooling laser, which will result only in cooling
along one direction, so our calculation has been one dime
er%n::ﬁ;[?ekc:lni% {thfgﬁgléﬂéﬂie :‘lsgtﬁtrr]]gttﬁzgnégnﬁootu;e%?o;g re, and for this reason S?syphus cooling may be attrac_tive for
given dimension quite as much as we assumed, and the fact???o!'ng a whole string of ions [58], as required for the infor-

5 in (28) is replaced byl+4a) wherea ~ 2/5 dépends on ation processor, since it is rglatwely fast.'Thls would form
e the precooling, which usually is necessary in any case before

the dipole radiation emission pattern [54]. However, this cor-_. : 4 o ;
responds to an experiment in which the motion in the othe?“jeb"’mOI cooling, or something similar, can be applied to get

dimensionsis heated, which we wish to avoid. To cool all thre(yzve" into the quantum regime.
dimensions, one can either introduce three laser beams, or use
a single beam propagating at an oblique angle to all the prirt.3 Statistical mechanical cooling methods
ciple axes of the trapping potential, and tune it separately to
resonance with the three sideband frequensieswy,y,» For  So far, all the cooling techniques described have been based
this one must have all three frequencies distinctaye# wy.  on laser cooling. However, for trapped neutral atoms the tech-
Itis commonly imagined that sideband cooling is not posmique of forced evaporative cooling has been shown to be
sible if the recoil energy is greater than the phononenksgy  extremely powerful, enabling the temperature in a weakly in-
since then the cooling that results from photon absorption iteracting atomic vapour to be brought well into the quantum
undone by the recoil from photon emission, ai{#) /dt > 0.  regime of a trap, which for a cloud of bosons leads to Bose
However, one can always tune to the next lower sidebandinstein condensation [39].
w. = wp—2w,, and good cooling is regained, as a thorough In forced evaporative cooling, one starts with a large num-
analysis of (24) will show. Therefore it is not necessary tober of trapped particles in thermal equilibrium. Those of
be well into the Lamb-Dicke regime in order to attain thehigher energy are forced to leave the trap, and those remain-
quantum limit by sideband cooling. ing rethermalise towards a lower equilibriumtemperature. The
Note also that both (27) and (28) are significant in order tdechnique relies on an ability to remove selectively particles
find the minimum temperature one will obtain in the lab. Thisof higher than average energy. One way to do this is to reduce
is because there will always be heating mechanisms presettie depth of the trap, allowing the faster particles to fly out.
such as a coupling between the stored ions and thermal volElearly this approach will work only if the thermal energy is
ages in the electrodes (see Sect. 7), so it is the codditgy  located more in some particles than in others, which is true for
(27), not just the minimum possible temperature, which is im-a gas of weakly interacting particles, but not for a crystalised
portant. This has been emphasised by Eschner et al. [38] whaystem such as a cold string of trapped ions. However, evapo-
propose a subtle variation on sideband cooling. Their methodhtion may be useful in anion trap as a first stage of cooling, to
uses repeated measurements of the motional state by lookibgng about crystalisation. Also, it is conceivable that a Bose
for resonance fluorescence on a sideband. The measuremeahdensate of neutral atoms may one day be sufficiently easy
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to produce in the vicinity of an ion trap that it may be used asT'he significance of (32) is that, for a given ion and wavevec-
a cold reservoir to cool the ions through collisions. The usdor, the Lamb-Dicke parameter of the radial confinement is
of one species to cool another is referred to as ‘sympathetuictated primarily by the choice of electrode sizg) @nd rf
cooling’. voltage amplitud®. The required rf frequencgy is dictated

by V /r3 through (30) and the stability conditian~ 1/+/2.

Recall from the discussion of the switching rate, Sect. 3.4,

5 rfrequirements that we want the Lamb-Dicke parameter for tisdal mo-

tion to be around 1, assuming there is only a small number
We now turn to the design of the ion trap itself. The elec-of ions in the trap. We also want the ions to adopt the
trode structure of the trap consists of a two-dimensionashape of a linear string, so the radial confinement must be
rf quadrupole plus an axial static potential. Concentratindighter than the axial confinement [see (11), (12)]. Taken
on the two-dimensional quadrupole, consider first the modogether these two considerations imply that the Lamb—
simple case, in which the point in the centre of the elecDicke parameter for theadial motion should be much less
trode structure remains at zero potential, and we omit anthan 1.
axial confinement. The potential on one pair of diagonal- Letus now add to the linear trap an axial dc potential, so
ly opposed electrodes i&) —V cosyt)/2, and that on the that the ions are confined in all three dimensions, and with
other pair has equal magnitude and opposite sign to thigio axial micromotion. The most obvious way to do this is to
Here Qy is the frequency of the applied voltage, the sub-add positively charged electrodes to either end of the linear
script is necessary to distinguish it from the Rabi frequencyrap, but this introduces a difficulty in correctly balancing the
of a driven atomic transition introduced in previous sectionstf potential so that there is no residual axial rf component. An
The potential as a function of position in tixey plane is ingenious way around this is to split the linear electrodes of
P(x,y.h) = (U-V cosyt)(x2—y?)/2r whererg is a measure  the radial quadrupole field and impose a potential difference
of the electrode separatidrizor the case of cylindrical elec- between their two ends, as described in [59]; see Fig. 1. In
trodes,ro is the distance from the axis to the surface of theeither case, the dc potential near the centre of the trap will
electrodes [59]. The trapping effect in the radial direction istake the form of a harmonic saddle-point potential
stable as long a€y is not too small, and is strong as long as

Qy is not too large. This may be parametrised in terms of theuc(x,y,2 = e [Z-1 (C+y9)], (33)
standard parameters 2(2)
4eU wherel, is the potential on each electrode, ands a pa-
= —0, (29) rameter that is a measure of the electrode separation (its exact
Mrgy vqlue dependi_ng on the geometry). From this equat_ion we ob-

_ 2eV (30) tain the vibrational frequency for the axial harmonic motion

- M3’ of a trapped ion:
wheree is the charge on a trapped ion. For present purposes, _ 2el, (34)
azero dc potential differente= Omay be used, s= 0. The - |\/|z(2) '

radial confinementis then stable as longj&sless than about

0.9[28, 32]. The radial micromotion has a velocity amplitudeThis is also the frequency of the lowest mode of vibration of
of qQvp/2 for an ion at average distaneefrom thez axis.  astring of trapped ions (centre-of-mass mode), as discussed in
The average motion on a time scale slow compared®,,  Sect. 3.1. The Lamb-Dicke parameter of the axial confinement
the so-called secular motion, can be modelled in terms db

the pseudopotentidMw?(x2+y?) /e with radial vibrational

1/4
frequency _ (Er¥Z : (35)
z 4el, '
_ 2 2 _ . L .
W =@+ P/2 — = 22 (a=0). (31) Owing to Earnshaw’s theorem, it is impossible to apply an

axial dc potential without influencing the radial confinement.
The dc potentiagnc(X,y,2 has the effect of expelling the ions
in the radial direction. In the presence of both static axial and
Huctuating radial electric potentials, the secular (i.e. slow)
radial motion is still harmonic, but the vibrational frequency
is no longerw;, but [32,59]

_ (zﬂ ERk2r5>”“, @) o=, (36)

Choosingq = 1/v/2 so as to be comfortably in the zone of
stability of the trap, we obtai = Qy /4. From this the
Lamb-Dicke parameter for the radial confinementis obtaine
as

M= AY;
However, as long asy > w,, which is the case we are
wherek is the wavevector anBix the recoil energy as defined interested in, thend, ~ ay, so the previous discussion of

in (19), and we have neglected ttws(6) term for simplicity. ~ the radial confinement remains approximately valid, and in
particular the stability conditiorg<~ 0.9 is not greatly

5In practice it is advantageous to avoid exact cylindrical symmetry in ordetchanged' The depth of the trap (and hence the ease of catch-

to have all three vibrational frequencies distinct, but this will unnecessarilyNg i0Ns) is given approximately by the smaller @f, and
complicate the present discussion. eV/11
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Table 1.List of candidate ions for information pro-

cessing. Only singly-charged ions are considered, Element, Natural Nuclear Hyperfine A A Recoil
although some ions of higher charge may also be  1Sotopes  abundance spin splitting S-P S-D energy
interesting. For each element, only the most abun- (%) (h) (GHz) (nm) (nm) (kHz)
dant isotope, and those having non-zero nuclear
spin are shown. Unstable isotopes are not shown, Be9 100 32 1.25001767 313 226
although most elements in the list (all but Mg and
Li) have further isotopes of half-life longer than Mg 24 79 0 280 106
one week. Thalium and indium are omitted since 25 10 5/2 1.7887631
t_heir ground states ha\ﬂe:_ 0 and_sp lack hyper- Ca 40 97 0 397 730 30
fine structure. The hyperfine splittings are for the 43 0.14 712 3.25560829
ground state in all but helium-like lithium; they
are taken from G. Werth in [30], and from [76]. 87 7 9/2 5.00236835
The S-D wavelength is only shown when the D Sr 88 83 0 422 674 12.7
level lies below the P level. The recoil energy is
based on the S—P wavelength. For Li the S,P,D 135 6.6 32 7.18334024
labels do not apply; the transitions are from the 137 1 3/2 8.03774167
metastable triplet state. Note that the fine structure Ba 138 72 0 493 1760 5.94
Sing I e i st (ot hown S0 geg 17 12 dosorads
201 13 3/2 30.16
Hg 202 30 0 194 282 26.6
171 14 1/2 12.6428121
173 16 5/2 10.4917202
Yb 174 32 0 369 411 8.42
6 7.5 1 3.0018
Li*7 92.5 3/2 11.8900 539 94.7

6 Candidate ions

Table 1 gives a list of ions suitable for information processing
The list consists of ions whose electronic structure is suffi
ciently simple to allow laser cooling without the need for too 107l ® oMg
many different laser frequencies. The listis notintended to b
exhaustive, but contains most ions that have been laser cool ™
in the laboratory.

For information processing, a large recoil energy is attrac
tive from the point of view of allowing a faster switching rate
(22), but makes the Lamb-Dicke regime harder to achiev 10} Yb
[see (32), (35)]. The choice of rf rather than optical transi-®
tions for information processing appears so advantageous
to be forced upon us. Since we require at least three long-live
low-lying states of the ion (the staté®, |1) and|auX), this
implies that the existence of hyperfine structure (i.e. a non
zero nuclear spin isotope), although it complicates the coolin 1% 3 500 300 200 500 500
process, may be advantageous. Indeed, for alkali-like ior._ Strong transition wavelength (nm)

(such as singly charged ions from group 2 of the periodicig. 7. The recoil energies and main (typically S—P) transition wavelengths for
table), the electronic ground statelis= 1/2, so if the nucle-  ions that may be amenable to quantum information processing (cf Table 1).
ar spin is zero there are only two long-lived internal state% high recoil energy is advantageous for a high switching rate, but tends

& S be associated with a short wavelength. A rough rule is that the shorter
(the Zeeman componerfls M) = [1/2, £1/2)), whichisnot . wavelength, the more complicated and therefore less stable is the laser

sufficient. Having said this, we are not necessarily forced t@ystem. The starred symbols are singly ionised ions from group 1, in which
chooselaux) to be a third internal state of the ion (i.e. the ametastable manifold is used for computing, making them unattractive in the
choice implied by Fig. 5). One could make use of the secont§nd term

normal mode of oscillation of the ion string instead, choosing

laux0) = |F1,M1) ®|0,1,0,...) [cf equation (13)]. Recently,

Monroe et al. [46] have shown that the need for an auxilliaryrequires the use of a dye laser (frequency doubled) which is
level can be avoided altogether. disadvantageous. The next most promising candidate appears
The other major consideration is the difficulty in gen-to be “3Ca. It requires two laser wavelengths for cooling,

erating the light required for cooling and information 397 (or 393)nm and 866 (or 850nm (Fig. 8), but both
processing. can be produced by diode lasers (one frequency doubled),
Examining Fig. 7 and Table 1, we see tfiBe is an at- which makes this ion very attractive (strontium has simi-
tractive choice, in that it allows the fastest switching ratdar advantages). Diode lasers can be made very stable in
and it requires only one laser wavelength for cooling, andoth frequency and power. If more laser power is needed
the hyperfine splitting frequency df25 GHzis accesible to than is possible with diode lasers, then a titanium—sapphire
electro-optic modulators. However, the wavelengtB3 nm  laser can be used, which is also advantageous compared with

Li* ]
Na*

rgy (h kH
&

Sr

Ba

col

Re
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6.1 Example: thé3Ca' ion

42P;,

To estimate laser power requirements, we will calculate
the intensity required to saturate tHS,—4P3, transi-
tion in Ca" (for laser cooling purposes) and that required
for Raman transitions in the ground state via a quasi-
4 2P1/2 3 resonance with this transition (for information processing
purposes). With a two-level model for the allowed elec-
850.0 tric dipole transition, the saturation intensity (defined as
the intensity giving a Rabi frequency equal to the FWHM
(full width, half maximum) linewidth/” divided by /2) is
|s = 4Phel” /6A% = 48 mW/cn? (using I~ = 271 x 23 MHz,
A =397 nn). To initiate laser cooling, this intensity must be
available in a laser beam wide enough to intersect a signifi-
cant proportion of a ‘hot’ ion’s trajectory in the trap. With
a beam diameter of 1 mm, the required laser power is of order
0.5 mW, which is a large overestimate in practice.

Raman transitions fronf0) to |1) via a near-resonance
with an excited statée) can be modelled as transitions in
an effective two-level system, in which the effective Rabi
frequency of the Raman transition is

Q002
24 '

whereQq and?; are the Rabi frequencies of the single-photon

transitions from levelf0) and|1) to |e), and4 > Qo,Q2; is the

detuning from resonance of both of these transitions. If level
|e) decays only to levelf) and|1), the single photon Rabi

wm AW

393.4
396.9
['=23 MHz
-Qeff =

(37)

3 —= = === frequencies can be obtained from the laser intensityd the

linewidth I~ of the excited state, leading 12w ~ I/'2/8ISA.
3.225608286 GHz X . .

During a Raman transition, the average population of the ex-

A cited statee) is ~ 23/442, and to produce, for example2a

______ - pulse, the pulse duration &17/Qef. Therefore the probabil-
4128, ity of an unwanted spontaneous emission process such an

operation is

Fig. 8. Low-lying energy levels of thé3Ca ion, of electronic structure P

1s%2522p5323p°nl. The hyperfine structure of tizstates is omitted to keep I

the diagram uncluttered. The other levels are labelled by the total angulfem = — (38)

momentum quantum numbér(nuclear spint = 7/2). The Zeeman sublevels 4

are shown for the ground state hyperfine manifold, and a possible choice . - - . . .
computational and auxilliary levels is shown by the thickened sublevels. Agn interesting possibility, which has not yet been tried in

example Raman transition is shown, for use both in sideband cooling and 1@ 10N trap, is to use the Argon ion laser line at 488 nm to
the operation of quantum gates. T3 levels are shown because they are drive Raman transitions. In this case, we hadve 6 x 10°/,

involved in the state preparation (including cooling) land mea;urt?ment, bot§o pem ~ 5 x 1077, allowing a million computing operations
of Whlch are an |n'teg_ral part of a complete quantum ‘computation’. The IevebefOre spontaneous emission is a problem. The laser intensity
separations and lifetimes are taken from references [62] . . . .
required to obtaim Qe = Eg, if we assume equation (37)
applies, is then

dye lasers. The hyperfine splitting 826 GHz is accessi- A Er

ble to electro-optic modulators, though less easily than thé= 8I37ﬁ ~29x%10° W/mz. (39)

smaller splitting in beryllium. The obvious difficulty in work-

ing with *Ca is that it is a rare isotope, having a naturalTo address a single ion, the laser is focussed to a tight spot

abundance of onl9.14% or 1 part in 700, making an isotopi- of diameter~ 10um, so the required power is modest, of

cally enriched sample that much more expensive. Howeveorder 0.3 W. Although the main features of this argument

one could carry out preliminary experiments using #i&  are correct, in fact the situation is more complicated since

abundantCa. the ion is not really the three-level system implied by (37).
For a group-2 ion, the internal states required for in-A complete analysis must take account of all the fine and

formation processing, discussed in Sect. 3.2 and illustrateayperfine structure.

in Fig.5, will be taken from the ground state hyper- Letthe fine structure splitting in the excited statefss,

fine manifold. For“Ca, for example, one might take and let the hyperfine structure in the excited state be of order

|F1=4,M1=4), |F2=3,M2=3) and|Faux=4,Maux=2).  4Enss. To calculate the Raman transition’s effective Rabi fre-

This choice is highlighted in Fig. 8. The degeneracy betweequencyQes, we must replace (37) by a sum over the transition

the first and auxilliary levels is lifted by an imposed magneticamplitudes for all available transition routes. Destructive inter-

field of order0.1 mT. ference between these amplitudes can resultin amuchreduced
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effective Rabi frequency, as described in [60]. Another way othe factorN here is quite simple to understand. In a state such
understanding this is to note that if the detundhg> AEnts/h,  asa000) +b|111) the phase relationship betweamndb is
then the nuclear and electron angular momeéiatadJ may be  lost if any oneof the three qubits dephases, so the rate for de-
considered decoupled, to a first approximation, and the elephasing of the joint state is three times the single-qubit rate
tric dipole transition matrix element only couplesiso only  if the qubits dephase independently. It is just like in classical
AM, = 0 transitions are allowed. A similar argument appliesprobability where if something can happerNrequally like-
to the LS coupling whem >> AEss /A, in which case only ly different ways, it isN times more likely to happen. When
AMs = 0 transitions are allowed. Unfortunately, this meansthrowing a dice, we are three times more likely to get an even
that forL = 0 ground states, which is the usual case, Ramanumber than to get a one. However, decoherence of a many-
transitions from one ground state hyperfine level to anotheon state in an ion trap is not yet sufficiently well understood
cannot be driven if the detunindjis increased much beyond to tell whether such a model applies [63]. Two possible ther-
AEss /R [61]. We conclude that a large fine structure is advantamal reservoirs affecting the ion trap are electrical resistance
geous. For calcium{Ess/h ~ 271 x 7700 GHz and choosing in the electrodes and thermal radiation.
A equal to this splitting givepem ~ 107 The major problems in an ion trap are spontaneous tran-
To confineCato the Lamb-Dicke regime of th#93 nm  sitions in the vibrational motion, i.e. heating (a random walk
radiation, we require; = Er/ii ~ 2 x 29kHz Thisisarea- up and down the ladder of vibrational energy levels), ther-
sonable choice for information processing if we bear in mindnal radiation (driving internal rf transitions in the ions), and
the remarks made in Sect. 3.4 about off-resonant transitionsxperimental instabilities such as in the laser beam power, rf
Choosing an axial electrode separationaf0 mm the volt-  voltages and mechanical vibrations, and fluctuating external
age required on the axial electrodebjs~ 0.74 volts. Thisis  magnetic fields [44]. The instabilities contribute to the heating
a low value compared to that typically used in ion traps. Thend also imply that a laser pulse is never of exactly the right
fact that Lamb—Dicke confinement is achieved even with sucfrequency and duration to produce the intended quantum gate.
a relatively weak trap comes from the property that the iong\ ‘decoherence rate’ of a few kHz was quoted by Monroe et
are cooled to the ground state of the axial motion, which heral. [44], consistent with the heating rate of 1000 vibrational
corresponds to a temperature small compared to the recajuanta per second quoted in their earlier work [37]. With the
limit Er/kg ~ 1.4pK. The low value olJ; shows that con- switching rate of orde20kHz they obtainedd ~ 10 with
tact potentials will certainly be a problem, and one must béN = 1. A heating rate of 6 quanta per second was reported by
able to compensate them by seperately controlling the voltad@iedrich et al. [36].
on each electrode. To make the radial confinement ten times A useful model of the motion of atrappedionis aseries LC
stronger than this axial confinement, we require an alternatircuit shunted by the capacitance of the trap electrodes [63,
ing voltage on the radial quadrupole electrodes of frequenc§4]. The inductance in the model is given by Mz(z)/Ne2
Qy ~2mx 1.2 MHz[see (31)] and amplitudé ~ 9volts [see  where 7y is of the order of the axial electrode separation.
(30)], assuming a distance ef1 mmfrom the axis to the ra- A resistancer is due to losses in the electrodes and other
dial electrode surfaces. In practice there is no great difficultgonductors in the circuit. This resistance both damps and heats
in generating voltages up to several hundred volts at frequerthe ionic motion with time constamfr, leading to a heating
cies in the region of tens of MHz. Since there is no reason natate in vibrational quanta per second [63]:
to have strong radial confinement, and some advantages, such
as reduced collisional heating and loss, these larger parameser
values should be used. h

_TkeT _rNe*ksT 40

T T hw,  MZhw, (40)

For example, substituting the parameters from Sect. 6.1, and
7 Performance limitations usingr =0.1ohm T = 300K, we obtain/ heat=5s". It

should be borne in mind that one can only consider (40) to ap-
Having begunin Sect. 3.2 with an idealised treatment, inwhicply once other sources of electrical noise, such as rf pickup,
we assumed operations could be carried out in an ion trap withave been reduced sufficiently, so one cannot hope to improve
arbitrary precision, we were more realistic in Sect. 6. It nowthe performance merely by increasing the electrode separation
remains to discuss the limitations on the performance of thg and voltageJ,.
ion trap system for information processing purposes. Itis a simple matter to combine (20), (34), (37), and (40) in

Two important figures of merit for a quantum information order to obtaifQ = R// heatas a function of the experimental

processor are the number of stored qubits, which so far in thigarameters. However, this does not bring muchinsightanditis
paper has been the number of trapped iNhsnd the num-  better to think in terms of the switching rate and decoherence
berQ of elementary operations that can be carried out beforete. If we takeN = 10 ions withw, = Er/fi = 271 x 29 kHz
dissipation or decoherence causes a significant loss of quaais suggested in the previous section, the switching rate is
tum information. To a first approximation, we may quantify aboutl kHz, andQ ~ 200 where we use the value just quoted
dissipation or decoherence by a simple ragein which case for Mhea: These parameters indicate what will probably be
Q= R/I4, where the switching ratR is given in Sect. 3.4. achievable in the next few years.
If we model decoherence as if each ion were independently It is not hard to show that the influence of spontaneous
coupled to a thermal reservoir, leading to a phase decohezmission of photons by the ions in the trap is much less im-
ence ratg for any individual ion, then we must talkgy = Ny  portant than the severe experimental problems just mentioned.
since the quantum computation is likely to produce entangle8pontaneous emission takes place during the application of
states in which the off-diagonal elements of the density maa laser pulse, because of the unavoidable weak excitation of
trix decay at this enhanced rate [12,13, 16, 17]. The origin o&n excited state of the relevant ion, as noted in the previous
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section. (It was already remarked that spontaneous emissiomuch prior knowledge is given in [66]. The above ‘simplest
between laser pulses is negligible, owing to the adoption ofase’, (41), is fully analysed there.
the ground-state hyperfine manifold for computing.) With the  The encoding (41) is designed to reduce phase noise,
probability pem from (38), the number of operations that cani.e. a noise source that causes the state of each ion to pre-
be carried out before spontaneous emission plays a signifiess a random amount, so that) — |000) +€¢(%2+93)|011) +
cant role isQ =~ 1/pem, which can be of the order dft®, as  €¢(6192)|101) + &¢(61192)| 110) where thed; are random phas-
remarked after (38). es and <« 1is a small parameter indicating the level of phase
The conclusion is that for the moment the limitations of thenoise. A similar expression holds f¢t_ ). The error term
ion trap are associated with the vibrational degrees of freedornis linear in &, since €% ~ 1+igf. To understand the cor-
and with experimental instabilities. Itis here that experimentatection method, re-write the quantum state in terms of the
and theoretical work must concentrate if progress is to baew basis|0) = (|0)+|1))/v/2, |1) = (]0)—|1))/v/2. Then
made. It remains misleading at present to talk of quanturone finds|O_) = |000)+|111), |1,) = |000)—|111). Now,
‘computations’ taking place in the lab. phase noise introduces erroneous terms sucliG into
the quantum state. We can detect the presence of such terms,
without corrupting the logical qubit, by making measurements
7.1 Error correction that ask not ‘what is the state of the first ion?’ but rather
‘are the first two ions in the same state?’. Such a measure-
Althoughitisimportantto build an information processor withment is performed by making use of a fourth jon, which
as much precision and stability as possible, in the longer teriis used as a ‘check bit’. It is prepared in the stite and
the aim of significant computations is almost certainly unrethen undergoes arROR operation with the first ion, then
alisable without something that goes beyond such ‘passivéhe second. Its state is finally measured in the béis
stabilisation. The inherent instability of quantum computing|1f, which in practice is done by first rotating the state by
was stressed in Sect. 1. It was initially thought that anythinyy/2(—77/2), (15), then measuring in the computational ba-
like active stabilisation of a quantum computer would be im=sis|0), |1). The other significant measurement in this case is
possible, since it would rely on a means of monitoring theare the first and third ions in the same state?’, for which
guantum state of the computer, which would irreversibly deanother check bit ion may be used, or else the first one
stroy the computation. However, the union of informationre-used.
theory with guantum mechanics has lead to another power- After the check bit measurements have been completed,
ful concept, that of quantum error correction [65—67]. Theone has gathered some information about the noise in the
essential idea is that qubits of quantum information in the system, but none aboutthe original logical state (i.e. the values
qguantum computer can be stored (‘encoded’) in a carefullpf the coefficientsa and b). In addition, the measurements
chosen way amondy > K two-state systems. The simplest force the system into a state that is either noise-free, or related
case is to store a single qubit in three two-state systems, &sthe noise-free state by a rotatiop= |0)(0|—|1) (1| of one
follows: ion. In the latter case, the measurement results indicate which
ion must be rotated, so the state can be corrected by applying
|0.) = (J000) +]011) +|101) + |110)) /2

1) = (|112)+ 100) +|010) + |001)) /2 (a1) V'(OV(7/2) = -ioz o the relevant on.

The above sequence of logical operations and measure-
ments is not guaranteed to correct the state, but yields in this
All we have done here is written down two orthogonalcase a final state in which the noise terms are second order
states, calling then0_) and|1_). With two states we have rather than first order ig [66]. Thus, we have gained a less
a single logical qubit, K =1, but it is stored physical- noisy final state as long @ss small. Even this simplest case is
ly in N = 3 separate ions. A general state of the logicalquite impressive, suppressing the noise by two orders of mag-
qubit is justalO_)+b|1.). The logical qubit inhabits a two- nitude whene ~ 0.01. However, more advanced encodings
dimensional subspace of the total Hilbert space of eighachieve an even more powerful stabilisation without great-

dimensions. ly increasing the complexity of the corrective procedure. In
The computation is carried out in the specially choseraddition, the more general methods are not restricted to correc-
2K_dimensional subspace of the total Hilbert spa2® @i-  tion of phase noise only. A general quantum error correcting

mensions) of the enlarged computer. For example, to applgode (QECC) can be paramatrised in terms of the nutdber
the logical state rotatiof, ) (O_|—|0.){(1. |, we must apply of information qubits ‘encoded’, the numbb¥ of physical
Vi(—m/2) = |1)(0|—|0)(1] seperately to each ion. two-state systems used, and the degree of noise suppression
The encoding is chosen so that the most likely errors causechieved. A QECC is called a-error-correcting” code if it
the computer’s state to go out of the special subspace (wherean be used to restore the encoded state after tipftthe N
as computing operations keep the state within the specialystems have had arbitrary errors (i.e. state changes and entan-
subspace). One can detect such departures, and force the cajtement of any type and size). In practice, noise will typically
putation back on trackyithoutcorrupting the stored quantum cause small errors in all the systems, rather than large errors
information, by making well-chosen joint measurements ornin a few. If the erroneous terms in the density matrix are of
the three qubits. The exact corrective procedure is deducentdere before correction, then taerror-correcting code suc-
from the error correction methods which are a central part ofessfully corrects all terms up to ordein &, so the noise is
classical information theory. This is a rather subtle and beaueduced ta@O(e1) [65—67]. The power of the method aris-
tiful link between classical information theory and quantumes from the following, at first sight astonishing, result: the
mechanics. Unfortunately it would take too long to describéscale-up’N /K required to implement QEC remains bounded
it fully here. A thorough discussion which does not assumest — co.
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Quantum error correction can usefully be compared antecting and correcting the most likely errors in the vibrational
contrasted with the more simple ‘watchdog’ or ‘quantumstate. This is done by using the firat-€ 0) and fourth o = 3)
Zeno effect’ idea which preceded it [68]. If a system isvibrational states|0,0,0,...) and|3,0,0,...), instead of the
repeatedly measured, it will repeatedly collapse onto the meafirst two, to store the ‘bus’ qubit. The vibrational quantum
urement basis. This can be used to suppress any tendencymfmbem is measured whenever it should @by swapping
a system to precess away from the initially measured statéhe phonon state with the state of additional ions introduced
and such a suppression is called the watchdog or quantufor the purpose, and probing them. fis found to bel,
Zeno effect. In the present context, the precession is causéten corrective measures are applied based on the assumption
by some ‘error’ HamiltonianHe. The Zeno effect occurs that a single jump upwards from= 0 occured, the details
if many measurements can be applied within a tinguf-  are given in [75]. Ifn is found to be2 or 4, then corrective
ficiently small thatl— |(glexp(—iHet /) |@)|? < t2. In such measures are applied based on the assumption that a single
a case, ifm measurements are made during a time interjump down or up fronn = 3 occured. Ifn is found to be0
val 4t, the probability the system is found in a state otheras it should be, a corrective measure is still required to al-
than its initial statelg) is proportional tom(4t/m)?, which  low for the difference between such conditional evolution and
tends to zero asn— oo. For our present purposes, we do the unitary evolution without jumps. This procedure enables
not wish to preserve the quantum computer in a particulasingle jumps up or down the ladder of vibrational levels to
state, but rather in a particular part of Hilbert space, whictbe corrected. Since these will be the most likely errors (at
can be achieved with a generalised version of the Zeno e& sufficient degree of isolation from the environment), the
fect [69]. There is thus some similarity with quantum erroreffect overall is to stabilise the QC. In this case the figure
correction, only now if the system leaves the right part ofof meritQ is roughly squared (whei®@ counts the possible
Hilbert space, there is no corrective procedure. As a resuttumber of logical gated, not subgates))—a remarkable
the stabilisation is much less powerful than that of QEC, anénhancement.
is almost certainly useless for a quantum computer. This is The above procedure makes allowance for the fact that
because errors in a quantum computer will occur primarilyerrors cause the vibrational state to explore a Hilbert space
during the action of the logic gates, and it is unlikely that theof more than two dimensions, so in the language of quan-
measurement necessary for a Zeno effect in the special sutoin information, the bus size is larger than a single qubit,
Hilbert space could be made repeatedly during the action dhough the bus is still only used to store a single logical qubit.
a gate. The bus could be made larger still by using higher excitations

By contrast with the Zeno effect, quantum error correc-of the fundamental normal mode, or by using higher-order
tion allows a finite error term in the system’s density matrixnormal modes. This should allow more powerful error cor-
to accumulate, and corrects it afterwards. This is particularection, and hence further increaseinThe basic theory of
ly important to the operation of quantum gates. For examplegrror correction gives hope that such increase® itan be
a gate between two qubits involves a four-dimensional logidramatic [65, 66, 72].
cal Hilbert space. To allow error correction, we must ensure Error correction should not be regarded as a device merely
that at no point is the whole action of this gate concentratef interest to quantum computers. Rather, it is a powerful
ed into a four-dimensional physical Hilbert space. This caimethod of enforcing coherent evolution on a quantum system
be done as follows. Suppose each qubit in the QC is erthat would otherwise be dissipative. Such a capability may
coded into two physical two-state systems. A ddi@,b)  be useful for quite general situations in which stability is
between two such encoded qubétsh can then be applied important, for example in low-noise electronic circuits, and
in four stepd) (a,b) = u(az,by) - u(as,bp) -u(az,bp) -u(as,b1),  frequency standards. This may prove to be an area in which
where the operatons are gates between a pair of two-statequantum information theory has provided a useful tool for
systems, andag,a},{b1,bp} are the sets of two-state sys- other branches of physics.
tems storing qubita andb. The important point is that error
correction can be applidzetweerthe fouru operations. At no
stage is any quantum information stored in a physical Hilbert
space only just large enough to hold it, neither is any gat8 Conclusion
U carried out in a single step. The proper combination of
these features so as to allow stabilisation has been dubbkdt us summarise the main avenues for future work involving
‘fault tolerance’ [72—74]. It is found that overall stability can the ion trap quantum information processor.
be achieved even when every operation is noisy, including One of the basic aims of quantum information theory is to
those involved in the corrective procedure. This is under activink abstract ideas on the nature of information with the laws
investigation. of physics. The ion trap provides a means of establishing this

Quantum error correction was initially discussed withlink in a complete and concrete way. This will set the theory
a general model of error processes in the quantum computer,@m a more firm basis.
order to show that almost any imaginable error process might An important task in the theory of quantum computation
in principle be corrected by such techniques [65, 66, 70, 71]s that of identifying efficient multiple-qubit quantum gates.
Subsequently, a technique specifically adapted to the vibr&o far, it has been assumed that the efficient gates are those
tional noise in an ion trap was proposed [75]. In this proposathat can be divided into a set of sufficiently few two-qubit
the Hilbert space is enlarged by making use of four internajates. However, a system like the ion trap may allow par-
states in each ion to store each qubit in the quantum conticular unitary transformations to be carried out efficiently
putation. This enables a two-qubit gate to be carried out invithout dividing them into many two-qubit operations. An
four steps as outlined above. Next, we require a method of dénavestigation of this should be fruitful.



The principle of operation of the ion trap that we have de-19
scribed made use of various approximations whose influenc&0
on long quantum computations has yet to be analysed. For ex-
ample, any given laser pulse on anion will involve off-resonan
stimulation of transitions other than the specific transition the
pulse is designed to drive. Such effects may be unwanted, but

their influence is unitary and accurately predictable. It would22- 9o (19
@r?f' G.P. Berman, G.D. Doolen, D.D. Holm, V.I. Tsifrinovich: Phys. Lett.

be interesting to investigate whether these effects can be tak
into account in designing the sequence of laser pulses, so thaj

they do not need to be corrected, or whether we are forced tos.
26.

regard them as errors.
Quantum computation will certainly require error correc-
tion if it is ever to be useful for computational purposes. The

ion trap provides a guide to the specific type of error correc-g.
tion likely to be required in the future. The basic tools of error 29.

correction are now fairly well understood, but there is much

work to be done in bringing them to bear on the ion trap. In ad-3%-

ditition, these ideas may offer significant advantages for other

uses of the ion trap, such as frequency and mass standards;

this should be explored.

Error correction only works once the level of noise in 32.
33. W. Nagourney, J. Sandberg, H. Dehmelt: Phys. Rev. 56tt2797

the trap is brought sufficiently low by careful construction
and isolation. Experimental ion trap systems must be made
much more stable than they are at present before they can take

advantage of error correction of multiple errors among manys4.

qubits. This is not just a question of technology, but also of

a better understanding of the noise processes, especially tHe:
influence of electrical noise in the electrodes providing axialzg

confinement. The most immediate experimental challenge is
to cool a many-ion crystal to the motional ground state.
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